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Abstract
Objective: Anorexia nervosa (AN) is commonly experienced alongside diffi-
culties of emotion regulation (ER). Previous works identified physical activity
(PA) as a mechanism for AN sufferers to achieve desired affective states, with
evidence towards mitigation of negative affect. However, temporal associa-
tions of PA with specific emotional state outcomes are unknown.
Method: Using lag‐ensemble machine learning and feature importance ana-
lyses, 888 affect‐based ecological momentary assessments across N = 75 ad-
olescents with AN (N = 44) and healthy controls (N = 31) were analysed to
explore significance of past PA, measured through passively collected wrist‐
worn actigraphy, with subsequent self‐report momentary affect change
across 9 affect constructs.
Results: Among AN adolescents, later lags (≥2.5 h) were important in pre-
dicting change across negative emotions (hostility, sadness, fear, guilt). AN‐
specific model performance on held‐out test data revealed the holistic
“negative affect” construct as significantly predictable. Only joviality and self‐
assurance, both positively‐valenced constructs, were significantly predictable
among healthy‐control‐specific models.
Discussion: Results recapitulated previous findings regarding the importance
of PA in negative ER for AN individuals. Moreover, PA was found to play a
uniquely prominent role in predicting negative affect 4.5–6 h later among AN
adolescents. Future research into the PA‐ER dynamic will benefit from tar-
geting specific negative emotions across greater temporal scales.
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Key Points

� Physical activity (PA) plays an important role in the regulation of negative
emotion for those with anorexia nervosa (AN).

� Compared with healthy controls (HC), negative affect among adolescents
with AN is uniquely predicted by PA 4.5–6 h prior.

� Further exploration of delayed associations between PA and specific nega-
tive affect states may help to better understand the dynamics of emotion
regulation (ER) in those with AN.

1 | INTRODUCTION

Anorexia nervosa is a psychiatric eating disorder char-
acterised by the maintenance of low body weight due to
fear of weight gain (Manuel & Wade, 2013). Risk asso-
ciated with AN is significant: meta analyses suggest
almost a six‐times‐greater risk for mortality relative to HC
(van Eeden et al., 2021). Moreover, AN has the highest
mortality rate among all psychiatric disorders (Jagiel-
ska & Kacperska, 2017). Although AN is prevalent across
all age groups (van Eeden et al., 2021), it is particularly
and increasingly prevalent among adolescents (Jagiel-
ska & Kacperska, 2017). The onset of 85% of AN cases
occurs before age 20, with the majority beginning be-
tween ages 14 and 18 (Jagielska & Kacperska, 2017).
Importantly, AN is commonly experienced alongside ER
difficulties (Manuel & Wade, 2013). Studies revealed that
high and low levels of emotion dysregulation were asso-
ciated with increases and decreases in AN symptoms,
respectively (Meule et al., 2021; Racine & Wildes, 2015).
Emotion regulation difficulties have also been found
specifically in adolescents with AN (Nalbant et al., 2019).
Given the heightened age‐specific vulnerability, health
risks, and morbidity associated with AN, investigation
into behaviours that impact ER among AN adolescents is
worthwhile.

Associations between AN and ER may be partially
mediated by PA. Research indicates that those with AN
may be more inclined to engage in PA than healthy in-
dividuals (El Ghoch et al., 2013; Keyes et al., 2015).
Anorexia nervosa individuals also exhibit greater ten-
dencies to exercise compulsively, or partake in driven and
rigid exercise patterns with an incapacity to stop (Coniglio
et al., 2022). Despite the detriments, people with AN often
turn to exercise with hopes to alleviate their negative
affect (Vansteelandt et al., 2007). Exercise may also elicit
positive emotions since it is used to obtain a desired body
image (Coniglio et al., 2022). If used in moderation, PA
may be a sustainable way for people with AN to regulate
their emotions. For instance, AN adolescents partici-
pating in a supervised exercise programme experienced
greater levels of positive affect and reduced negative affect

following exercise in comparison to HC (Noetel
et al., 2016). Another study found higher PA levels asso-
ciated with higher positive affect within the same hour
and in the hour following activity (Karr et al., 2017). Thus,
research suggests that PA may be a strategy for
individuals with AN to cope with emotional instability.

Given preliminary support for AN, PA, and ER asso-
ciations, utilising increasingly data‐rich and complex
methods for further investigation into the underlying
mechanisms that drive these associations is worthwhile.
Departing from traditional cross‐sectional approaches,
AN research regarding PA has benefited from the use of
ecological momentary assessments (EMAs) (Bourke
et al., 2021; Selby et al., 2014). Ecological momentary
assessments involve repeated longitudinal sampling of
individual behaviours and mental states (Selby
et al., 2014) to obtain measurements within a naturalistic
setting (Bourke et al., 2021). Ecological momentary as-
sessments are a form of intensive sampling that provide
dense, contextual information. Ecological momentary
assessments in mental health research are especially
useful when coupled with data available via passive
sensing technologies (e.g., wearable devices). However,
proper integration of EMA with passive sensing data re-
quires robust models capable of handling longitudinal
and multivariate complexities.

Recent developments in passive sensing technologies,
in conjunction with machine learning techniques, have
resulted in the emergence of powerful and novel means
of unobtrusive mental health monitoring (Garcia‐Ceja
et al., 2018). Extensive research has shown the promise of
machine learning both generally in the mental health
domain (Cho et al., 2019; D’Alfonso, 2020; Le Glaz
et al., 2021; Linardon et al., 2020; Shatte et al., 2019), and
specifically, through integration of passive sensing data,
for the identification of eating behaviours and disorders
(Haynos et al., 2021; Meegahapola et al., 2020; Sadeh‐
Sharvit et al., 2020). Despite a lack of longitudinal
machine learning studies within the eating disorder
literature, especially those that model PA and emotion,
the combination of longitudinal data and machine
learning modelling encourages uniquely elucidating
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time‐based feature engineering. For example, prior work
used smartphone passive sensing data in conjunction
with EMA to investigate time‐lagged effects of app use on
work fatigue and boredom (Lekkas et al., 2022). In gen-
eral, models utilising time‐lagged features capture the
distribution of effects of a phenomenon (e.g., PA) on an
outcome (e.g., ER) when measured across different time
points. The synergistic potential of passive sensing and
machine learning in the context of mental health in-
dicates that this methodology could be extended to AN to
distill novel and salient information in both new and
previously analysed datasets.

Kolar et al. (2020) is a notable study that investigated
the impact of PA on ER in adolescents with AN. This
work utilised EMA and wearable sensor data to provide
unique empirical support for existing psychological
models of AN within a longitudinal framework. Briefly,
researchers used linear mixed models to predict
momentary EMA‐based emotional state in AN and HC
adolescents from PA data within the preceding 30 min.
They found that increased levels of PA predicted lower
levels of negative affect and higher levels of positive affect
among AN individuals, with the former association not
recapitulated in HC. The authors therefore hypothesised
that a down‐regulation of negative affect might be an AN‐
specific effect of PA. In laying initial groundwork for
further interrogation, the study did not differentiate
among specific positive and negative emotions. They
further acknowledged that the study was primarily
interested in short‐term effects of PA on momentary
affect and that future efforts should consider time‐lagged
effects to more fully investigate associations.

To build upon the analytical efforts of Kolar
et al. (2020) while capitalising on the strengths of their
published dataset, the current study interrogated a
distally‐reaching suite of lagged associations linking PA
with subsequent self‐report momentary affect. This work
also used the 60‐item Positive and Negative Affect
Schedule – expanded version (PANAS‐X) as a guided
reference to combine and recontextualise EMA item
response scores for a more nuanced representation of
positive and negative affective state. Use of the PANAS‐X
is supported by recent research suggesting that a greater
differentiation of broad emotional state categories better
explains within‐person changes in state emotion (Jacob-
son et al., 2021). Employing an ensemble machine
learning modelling approach, predictions of models built
from lag‐specific derivatives of PA data simultaneously
served as features to predict momentary affect change
across nine emotional constructs that were then analysed
for relative importance in prediction.

In summary, the current endeavour differs from the
work of Kolar et al. (2020) in several important

methodological and analytical respects, including the (a)
use of all available EMA data versus only those from
participants who completed greater than 33% of EMAs,
(b) framing and quantification of affect change as a
classification problem versus as a regression problem, (c)
use of an ensemble machine learning modelling
approach as opposed to linear mixed modelling, (d)
addition of more specific emotional constructs as out-
comes (e.g., joviality, self‐assurance, fear) as opposed to
analysis of only summative negative and positive affect
items, (e) consideration of AN‐PA associations across
temporal lags versus no consideration of temporality, and
(f) leveraging of model feature importance to summarise
and highlight trends in the data. Thus, this study sought
to provide unique insight into the temporal dynamics of
PA‐mediated ER in AN adolescents and was guided by
the following aims and hypotheses:

� Predict subsequent self‐report emotional state from
passively sensed PA in AN and HC individuals.

Hypothesis 1 Lagged‐ensemble machine learning models
will predict both positive and negative affect con-
structs significantly above chance (AUC >> 0.5,
Cohen's kappa > 0.1) in both AN and HC in-
dividuals. In line with previous research findings
(Bratland‐Sanda et al., 2010; Coniglio et al., 2022;
Kolar et al., 2020; Oldershaw et al., 2015; Van-
steelandt et al., 2007), negative affect constructs will
be better predicted overall for AN relative to HC.

� Quantify the relative importance of past PA alongside
age and body mass index (BMI) in the prediction of
self‐report emotional state.

Hypothesis 2 Given previous research suggesting that PA
aids in the ER of those with AN (Karr et al., 2017;
Noetel et al., 2016), PA will drive model predictions
of self‐report emotional state, with age and BMI
exhibiting a much lesser degree of relative impor-
tance in AN‐based models compared with HC‐based
models.

� Characterise the relative importance of past PA across
a suite of time lags ranging from 30 min to 6 h prior to
emotion‐specific self‐report.

Hypothesis 3 Lag feature introspection will uncover dif-
ferences in temporal PA importance between AN in-
dividuals and HC. These differences will highlight
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specific temporal contexts and emotional constructs
for further research in AN.

2 | METHODS

2.1 | Procedures

The data used for the current study was originally
collected and analysed in a previously published research
effort conducted in Germany (Kolar et al., 2020) and
made publicly available for use (see 2.2). In the original
study, N = 51 AN participants were recruited from a
specialised treatment centre for eating disorders in Prien,
Germany. Additionally, N = 37 HC participants were
recruited by word‐of‐mouth invitation and at local youth
groups near Mainz, Germany. Anorexia nervosa partici-
pants fulfiled DSM‐5 criteria for restrictive, binge/purge,
and subclinical subtypes via self‐report measures on the
Eating Disorder Examination Questionnaire (Hilbert
et al., 2007) and the Eating Disorder Inventory‐2 (EDI‐2)
(Thiel et al., 1997). Importantly, AN participants were
assessed by an experienced clinician at admission to the
study site's specialised eating disorders treatment
department with the above self‐report measures used to
further support clinical diagnoses. Also through assess-
ment by an experienced clinician, AN participants were
excluded if diagnosed or suspected to be diagnosed with
moderate to severe major depressive disorder, attention‐
deficit hyperactivity disorder, or borderline personality
disorder, since these conditions are associated with
changes in affective states and/or PA. Healthy controls
participants were excluded at baseline if they reported a
history of psychiatric treatment within the last 5 years or
had current experience of heightened psychological
distress that was comparable to AN participants. Psy-
chological distress was assessed for both AN and HC
participants via the German version of the Brief Symptom
Inventory (Franke et al., 2011).

All procedures which led to the data leveraged in the
current study were approved by the ethics committee of
the local medical association in Mainz, Germany as well
as the ethics board of the Ludwigs‐Maximilians‐
University Munich, Germany.

2.2 | Dataset

This work utilised actigraphy and EMA data collected for
a previously published manuscript (Kolar et al., 2020)
and deposited for public use in an online open repository,
Open Science Framework (https://osf.io/bk4x8/). Data
from an all‐female sample of N = 44 German adolescent

(age 12–20 years) inpatients with DSM‐5 (American
Psychiatric Association, 2013) diagnosed AN and N = 31
HC were utilised for all analyses.

2.3 | Measures and metrics

2.3.1 | Physical activity count data

Physical activity was continuously measured over a 1‐day
period with a triaxial SOMNOwatch™ accelerometer
device (SOMNOmedics, Randersacker, Germany) worn
on the non‐dominant wrist. Movement was recorded at
an acceleration sampling rate of 60‐Hz and binned as
total counts per minute (Kolar et al., 2020). The complete
log of per‐minute PA counts for N = 75 individuals was
the basis for the primary predictive variables in the cur-
rent analysis (see 2.3.3).

2.3.2 | Secondary variables

Age and BMI were included as secondary predictive
variables. Age at date of study inclusion (years with day‐
level resolution) and BMI (kg/m2) were reported as
continuous variables.

2.3.3 | Ecological momentary assessment
self‐report of emotional state

The dataset consisted of 888 EMA events across N = 75
individuals (4–19 EMAs per person; μ = 11.84; σ = 3.66).
Collected across a time span of 1 day and thus concurrent
with the passively collected PA data, participants were
prompted hourly from 7 AM to 11 PM through the
MovisensXS application (movisens GmbH, Karlsruhe,
Germany) on their Android smartphone device to answer
questions regarding momentary affect. Emotional state
was quantified via 5‐point Likert scale responses (from
“not at all” to “extremely”) to a subset of items contained
within the German translation of the validated, 60‐item
PANAS‐X (Watson & Clark, 1999). Eight positive affect
items – strong, enthusiastic, proud, attentive, happy,
energised, confident, and cheerful – and eight negative
affect items – nervous, disgusted, distressed, ashamed,
angry at self, afraid, sad, and dissatisfied with self – were
selected to measure self‐report momentary affect based
on previous research that found these PANAS‐X items to
be clinically relevant for patients with eating disorders
(Engel et al., 2013).

Along with the Positive Affect and Negative Affect
General Dimension Scales of the PANAS‐X modelled by
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Kolar et al. (2020), the current work applied the Basic
Positive and Basic Negative Emotion Scales to quantify
and summarise emotion self‐report with further nuance.
Accordingly, nine constructs were derived as outcomes of
interest:

Joviality
Summed EMA responses to four positive affect items:
cheerful, happy, enthusiastic, energetic.

Hostility
Ecological momentary assessment response to one
negative affect item: disgusted.

Attentiveness
Ecological momentary assessment response to one posi-
tive affect item: attentive.

Self‐assurance
Summed EMA responses to three positive affect items:
strong, proud, confident.

Sadness
Ecological momentary assessment response to one
negative affect item: sad.

Fear
Summed EMA responses to three negative affect items:
afraid, nervous, distressed.

Guilt
Summed EMA responses to three negative affect items:
ashamed, angry at self, dissatisfied with self.

Positive affect
Summed EMA responses to all eight positive affect items.

Negative affect
Summed EMA responses to all eight negative affect
items.

2.4 | Preprocessing and lagged data
generation

The original, published dataset is a timestamped log of
EMA and passively collected, longitudinal PA informa-
tion for 83 individuals. Entries for seven AN and one HC
participant were removed due to complete absence of PA
and/or EMA data. It is important to note that this study
utilised data from more individuals (N = 75) than in
Kolar et al. (2020) (N = 62) since this work did not
remove participants from analysis if they had recorded

EMA data in less than one‐third of the measurement
occasions; to avoid loss of information, all EMA data,
regardless of total compliance, was leveraged in the cur-
rent work. From this subset of 75 individuals, 12 separate
datasets were derived. Each derived dataset used the
times of EMA responses as anchors to calculate sum-
mative counts of past PA within 30‐min windows. Past
PA was operationalised by examining the summed PA
counts within 30‐min centred windows at half‐an‐hour
increments prior to each EMA, extending from 30 min
prior to each EMA to up to 6 h prior. Thus, time‐lag‐
specific relationships between PA counts and subse-
quent emotional state for 888 EMA instances were rep-
resented across 12 separate tabular datasets, where each
dataset contained EMA data and summed PA counts
corresponding to one of the 12 time lags under consid-
eration (i.e., 30, 60, 90, …, 360 min prior to each EMA). A
30‐min window for summing PA counts was selected due
to the observation that it is sufficient to capture signifi-
cant changes in activity prior to an EMA (Kolar
et al., 2020). Moreover, Kolar et al. (2020) note that a
30‐min window prevented possible overlap between
successive 1‐h EMA observations.

Depending on the time of an EMA (i.e., early
morning), longer lags did not have representative
windows of PA for association. Consequently, Lag1
(30 min) had all 888 EMAs with paired summed PA
counts, while Lag2 – Lag11 (1–5.5 h) had 886 paired
EMAs, and Lag12 (6 h) had 873 EMAs. To prepare each
dataset for downstream modelling, EMAs without cor-
responding lagged PA sum counts were imputed as
“NA”.

2.5 | Outcome derivation

2.5.1 | Establishing participant‐specific
emotion baselines

This study sought to analyse each EMA instance as a
group‐level representation of AN or HC emotional state
change rather than focussing on individual differences.
Accordingly, baseline values were quantified for each
participant, defined as the most common self‐report score
of each emotion experienced across time. As there is
variation in what constitutes “normalcy” in the
emotional states of individuals, it was important to first
within‐person standardise this normalcy such that clas-
sifications of “improvement” or “deterioration” relative
to this baseline (see 2.5.2 below) were comparable across
all EMAs regardless of the individual to which they
belong. To accomplish this, the distributional mode of the
summed response scores for each of the nine affect
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constructs (Sections Joviality–Negative affect in Section
2.3.3) was calculated per‐individual. A recent meta‐
analysis on emotion dynamics has indicated that using
mode, rather than mean and median, to index average
individual emotion results in the least confounding with
variability compared with mean and median (Ringwald &
Wright, 2022).

2.5.2 | Binary classification of ecological
momentary assessment responses relative to
baseline

Using modal baseline values derived in 2.5.1, each EMA
response, if corresponding to a positive affect construct,
was labelled as “0” if the score fell at or below baseline,
indicating “no change” or “deterioration”, or labelled as
“1” if the score fell above baseline, indicating “improve-
ment” with respect to the individual's most persistent
magnitude of emotion‐specific state. For negative affect
constructs, the EMA response was labelled as “0” if the
score fell at or above baseline (“no change” or “deterio-
ration”) and “1” if the score fell below baseline
(“improvement”). This binarisation represents the out-
comes for subsequent classification modelling, namely
predicting per‐EMA, emotion‐specific change as a func-
tion of prior PA.

2.6 | Data grouping for comparative
modelling and analysis

The 12 lag datasets (see 2.4) were modelled indepen-
dently at 3 distinct stratifications: (a) “EMAAll” consid-
ered EMAs belonging to both adolescents with AN and
adolescents characterised as HC (NAll = 888), (b)
“EMAAN” considered EMAs belonging only to adoles-
cents with AN (NAN = 461), and (c) “EMAHC” considered
EMAs belonging only to HC (NHC = 427).

2.7 | Descriptive statistics

Mean and range of individual baseline scores for each
of nine affect constructs were calculated per group
(EMAAll, EMAAN, EMAHC) along with associated binary
class prevalence (count and percentage). Unequal vari-
ances two sample t‐tests for difference in mean baseline
score were performed between EMAAN and EMAHC for
each affect construct to quantify significant differ-
ences. The t‐value (t), degrees of freedom (df) for un-
equal variance, and the p‐value for each t‐test were
reported.

2.8 | Machine learning predictive
modelling

2.8.1 | Introduction to the modelling
framework

The current work addresses the defined binary classifi-
cation task by taking advantage of one special type of
machine learning framework called an “ensemble.”
Broadly speaking, ensemble frameworks have shown to
yield higher classification performance than individual
machine learning models (Hsieh et al., 2012). For more
information on machine learning and the ensemble
approach, interested readers are encouraged to consult
this study's supplemental S1. In addition, readers may
consider previously published primers and tutorials
which offer an accessible and clinically relevant intro-
duction to machine learning principles and their associ-
ated decision making processes (Lekkas et al., 2021;
Rosenbusch et al., 2021; Scott, 2021).

2.8.2 | Internal cross‐validation and external
testing

The selected ensemble machine learning framework for
this study consisted of 3 parallel and independent
modelling pipelines on each of EMAAll, EMAAN, and
EMAHC groupings of the 12 lag datasets. To perform in-
ternal cross‐validation and external testing on held‐out
samples, each stratification's EMAs were randomly split
such that 80% (NtrainAll = 712; NtrainAN = 369; NtrainHC

= 343) were used for 5‐times‐repeated, 5‐fold cross‐
validation with grid‐search hyperparameter tuning, and
20% (NtestAll = 176; NtestAN = 92; NtestHC = 84) were
used for external testing with the trained models. Data
were split to ensure identical EMAs across lags for a
given group. For more information on cross‐validation,
readers are encouraged to consult a recent tutorial by de
Rooji and Weeda (de Rooij & Weeda, 2020).

2.8.3 | Lag‐specific models – Cross‐validation

The caret package (Kuhn, 2008) in R (v4.03) was used to
build eXtreme Gradient BOOSTed tree (xgbtree) (Chen &
Guestrin, 2016) models that each utilised one lag‐specific
training dataset (Lag1–Lag12) containing nine EMA out-
comes (binarised change for nine affect constructs) and
the predictor variables of PA count, age, and BMI. Unlike
PA count, age and BMI were both static variables and
therefore did not differ among EMAs belonging to the
same individual nor across lags for any single EMA. In
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total, 324 models were trained. This included 12 lag‐
specific datasets to predict each of 9 affect outcomes for
3 groups. All trained models were saved for testing on the
held‐out set.

2.8.4 | Lag‐based ensemble models – Cross‐
validation

Using binary class predictions from each set of 12 lag‐
specific, cross‐validated models as features in a derived
prediction space, 27 (9 affect outcomes per All/AN/HC
grouping) ensemble xgbtree models were trained using
5‐times‐repeated, 5‐fold cross‐validation to derive final
EMA‐specific class predictions. All trained models were
saved for testing on the held‐out set.

2.8.5 | Model application to held‐out test set

For testing, each of the initial 324 trained models were
first applied to the held‐out test data to derive the 27
corresponding lag‐based prediction spaces for external
testing of the previously trained ensemble models. Then,
each of these 27 derived prediction spaces were applied as
input to their respective ensemble model to arrive at the
final class predictions of emotion‐specific change on the
held‐out test set.

2.8.6 | Synthetic minority oversampling
technique

To mitigate impact of class imbalance on model perfor-
mance, selective minority oversampling technique
(SMOTE) was applied on each lag‐specific model in
cross‐validation and in testing using caret's built‐in
functionality (Chawla et al., 2002).

2.9 | Model performance assessment

All ensemble models, in cross‐validation and testing,
were evaluated for overall accuracy, sensitivity, speci-
ficity, Cohen's kappa, area under the Receiver Operating
Characteristic (ROC) curve (AUC), and the 95% confi-
dence interval (CI) for the AUC using caret's default
model performance output alongside the MLeval package
(John, 2020) in R. Models with a 95% CI that included 0.5
and/or had near‐zero (<0.1) kappa scores were consid-
ered to be uninformative. Receiver Operating Charac-
teristic curves were also constructed using base R and
MLeval to plot the sensitivity/1–specificity trade‐off for

EMAAll, EMAAN, and EMAHC models across each
emotional state‐based outcome.

2.10 | Variable importance

To assess general relative importance of prior PA in
predicting emotion‐state change across time lags, the
varImp() function in caret was applied to each cross‐
validated, lag‐specific model (Kuhn, 2008). The
average and standard deviation of scaled feature
importance across models for each of PA counts, age,
and BMI were reported for EMAAN and EMAHC. To
assess relative importance of each time lag in the pre-
diction of emotional construct‐specific change, varImp()
was also applied to each ensemble model. The average
scaled lag importance across emotion‐specific ensemble
models for each group were reported. Additionally, the
top five lags, along with their associated scaled impor-
tance by group (EMAAN and EMAHC) for each affect
construct, were reported. From this, the average relative
importance of the most proximal (Lag1‐Lag4), interme-
diate (Lag5‐Lag8), and most distal (Lag9‐Lag12) lags were
also compared between EMAAN and EMAHC. Scaled
feature importance is dimensionless and ranges from
0 to 100.

3 | RESULTS

3.1 | Descriptive statistics of class
representation

Statistics of self‐report baseline emotion scores across
affect constructs are provided in Table 1. EMAAN and
EMAHC differed significantly across all measured con-
structs (p < 0.05). For a subset of constructs (i.e., hostility,
sadness, guilt), the positive class comprised <10% of data
across one or more stratifications. This distribution was
prior to train/cross‐validation and test set splits for
modelling, thus SMOTE was employed to mitigate
imbalance (see 2.8.6).

3.2 | Ensemble model performance on
cross‐validated data

Performance results of cross‐validated ensemble models
are presented in Table 2 with associated ROC curves
illustrated in Figure 1. Of the 27 models, 26 performed
significantly above chance (95% CI AUC does not contain
0.5) and were more informative than a completely
random model (kappa ≥ 0.1). Ranked by kappa, guilt
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(AUC = 0.75; kappa = 0.33), sadness (AUC = 0.76;
kappa = 0.32), and negative affect (AUC = 0.69;
kappa = 0.32) were among the best predicted emotional
constructs for ensemble models trained and validated
on EMAAN time‐lagged data, while positive affect
(AUC = 0.76; kappa = 0.39), sadness (AUC = 0.85;

kappa = 0.34), and guilt (AUC = 0.84; kappa = 0.29) were
among the best predicted emotional constructs for
EMAHC. This significant performance in cross‐validation
suggested a detectable overall association between PA
and the majority of positive and negative affect di-
mensions in both AN individuals and HC, thereby

TABLE 1 Descriptive statistics of outcome class representation across groups

Emotion self‐report baseline score Prevalence of prediction classes

Grouping Mean Range t‐value df p‐value

No change/
Deterioration
from baseline

Improvement
from baseline

JOV (4 items) All 9.09 4.0–19.0 544 (61%) 333 (38%)

AN 7.76 4.0–19.0 12.04 872.05 <0.0001 277 (60%) 173 (38%)

HC 10.52 4.0–19.0 267 (63%) 160 (37%)

HOS (1 item) All 1.61 1.0–5.0 806 (91%) 71 (8%)

AN 2.08 1.0–5.0 −15.91 536.75 <0.0001 389 (84%) 61 (13%)

HC 1.10 1.0–3.0 417 (98%) 10 (2%)

ATT (1 item) All 2.54 1.0–5.0 677 (76%) 200 (23%)

AN 2.46 1.0–5.0 2.47 884.84 0.014 363 (78%) 87 (19%)

HC 2.63 1.0–5.0 314 (74%) 113 (26%)

SAS (3 items) All 5.80 3.0–15.0 594 (67%) 283 (32%)

AN 4.72 3.0–13.0 13.81 819.13 <0.0001 304 (66%) 146 (32%)

HC 6.96 3.0–15.0 290 (68%) 137 (32%)

SAD (1 item) All 2.11 1.0–5.0 757 (85%) 120 (14%)

AN 2.88 1.0–5.0 −23.04 654.36 <0.0001 339 (74%) 111 (24%)

HC 1.28 1.0–4.0 418 (98%) 9 (2%)

FER (3 items) All 6.54 3.0–15.0 673 (76%) 204 (23%)

AN 8.52 3.0–15.0 −22.44 684.43 <0.0001 303 (66%) 147 (32%)

HC 4.41 3.0–12.0 370 (87%) 57 (13%)

GLT (3 items) All 6.31 3.0–15.0 696 (78%) 173 (19%)

AN 8.25 3.0–15.0 −21.53 659.86 <0.0001 304 (66%) 138 (30%)

HC 4.26 3.0–12.0 392 (92%) 35 (8%)

POS (8 items) All 17.43 8.0–38.0 515 (58%) 362 (41%)

AN 14.93 8.0–37.0 13.2 848.47 <0.0001 264 (57%) 186 (40%)

HC 20.11 8.0–38.0 251 (59%) 176 (41%)

NEG (8 items) All 16.44 8.0–40.0 655 (74%) 214 (24%)

AN 21.53 8.0–40.0 −24.59 621.66 <0.0001 296 (64%) 146 (32%)

HC 11.05 8.0–26.0 359 (84%) 68 (16%)

Note: Metrics of t‐value, df, and p‐value represent results of unequal variances two‐sample t‐tests for EMAAN and EMAHC. Designations of “improvement” and
“deterioration” for prediction classes are relative to whether the emotional construct is positively‐ or negatively valenced. If positively valenced, improvement
corresponds to a self‐report score above baseline and deterioration corresponds to a self‐report score below baseline; if negatively valenced, improvement
corresponds to a self‐report score below baseline and deterioration corresponds to a self‐report score above baseline. Total counts of each class per group and
affect construct combination, along with percentages in parentheses, are provided. NAll = 888, NAN = 461, NHC = 427 logged EMA events.
Abbreviations: All, anorexia nervosa and healthy control EMAs; AN, anorexia nervosa EMAs; ATT, attentiveness; df, degrees of freedom; FER, fear; GLT,
guilt; HC, healthy control EMAs; HOS, hostility; JOV, joviality; NEG, negative affect; POS, positive affect; SAD, sadness; SAS, self‐assurance.
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supporting subsequent interrogation of lag importance
structure.

3.3 | Lag‐specific model variable
importance

Among EMAAN models, PA had the highest average
relative importance (64.2 � 42.6) followed by age

(45.1 � 40.8) and BMI (39.9 � 45.3). By contrast, EMAHC

models saw PA as least important (41.9 � 47.5) relative to
age (47.1 � 39.1) and BMI (55.9 � 44.4). Moreover, PA
was appreciably more important in predicting emotional
state change in EMAAN models compared with EMAHC

models. Standard deviations were high in both model
groups, indicating that there was a large degree of vari-
ation among lag‐specific, emotion‐specific models despite
the observed trends.

TABLE 2 Emotion‐specific
ensemble model performance summary
on the cross‐validated training set data

Grouping Accuracy Sensitivity Specificity AUC 95% CI Kappa

JOV All 0.68 0.74 0.54 0.69 0.65–0.73 0.24

AN 0.67 0.64 0.7 0.7 0.64–0.76 0.28

HC 0.62 0.62 0.62 0.65 0.59–0.71 0.17

HOS All 0.91 0.86 0.72 0.85 0.79–0.91 0.19

AN 0.85 0.76 0.75 0.8 0.72–0.88 0.29

HC 0.99 1 0.91 0.96 0.83–1.00 0.05

ATT All 0.74 0.8 0.51 0.68 0.63–0.73 0.18

AN 0.8 0.58 0.72 0.69 0.61–0.77 0.23

HC 0.72 0.66 0.72 0.71 0.65–0.77 0.23

SAS All 0.68 0.56 0.74 0.67 0.63–0.71 0.2

AN 0.67 0.49 0.75 0.63 0.57–0.69 0.21

HC 0.69 0.58 0.69 0.67 0.6–0.74 0.18

SAD All 0.83 0.84 0.53 0.75 0.69–0.81 0.2

AN 0.75 0.69 0.76 0.76 0.7–0.82 0.32

HC 0.98 0.88 0.82 0.85 0.68–1.02 0.34

FER All 0.74 0.87 0.49 0.72 0.67–0.77 0.15

AN 0.69 0.48 0.86 0.71 0.65–0.77 0.3

HC 0.85 0.94 0.54 0.79 0.71–0.87 0.24

GLT All 0.81 0.8 0.64 0.78 0.73–0.83 0.28

AN 0.72 0.57 0.81 0.75 0.69–0.81 0.33

HC 0.93 0.91 0.67 0.84 0.74–0.94 0.29

POS All 0.63 0.6 0.65 0.66 0.62–0.7 0.21

AN 0.67 0.54 0.8 0.71 0.65–0.77 0.31

HC 0.7 0.71 0.71 0.76 0.71–0.81 0.39

NEG All 0.73 0.89 0.44 0.71 0.66–0.76 0.2

AN 0.72 0.56 0.82 0.69 0.63–0.75 0.32

HC 0.84 0.79 0.7 0.8 0.73–0.87 0.28

Note: The binary classification performance metrics for all 27 cross‐validated lagged‐ensemble models.
Note that the EMAHC results for HOS, SAD, and GLT, as well as the EMAAll results for HOS, should be
interpreted with caution given the extremely low positive class representation (<10%). Kappa = Cohen's
kappa.
Abbreviations: All, anorexia nervosa and healthy control EMAs; AN, anorexia nervosa EMAs; ATT,
attentiveness; AUC, area under the (receiver operating characteristic) curve; FER, fear; GLT, guilt; HC,
healthy control EMAs; HOS, hostility; JOV, joviality; NEG, negative affect; POS, positive affect; SAD,
sadness; SAS, self‐assurance; 95% CI, 95% confidence interval of the AUC.
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3.4 | Ensemble model variable
importance

Broadly, feature importance analyses implicated Lag9,
Lag11, and Lag12 – all distal lags – as driving predictions
of emotion state change for EMAAN, while Lag1, Lag4,

and Lag11 were most influential for EMAHC (Table S1).
Table 3 compares the most important lag‐based features
between EMAAN and EMAHC for each affect construct‐
specific cross‐validated model. On average, distal lags
(Lag9‐Lag12) were more important in predicting self‐
report emotion change from baseline in EMAAN relative

F I GURE 1 Emotion‐Specific Ensemble Model Receiver Operating Characteristic (ROC) Curves on the Cross‐Validated Training Data
Set. ROC curves are plotted in triplets (EMAAll, EMAAN, EMAHC) according to the binary classification ensemblemodel's outcome of interest.
AUC values for each curve are provided in parentheses next to the group names in each plot's legend. Note that the EMAHC results for HOS,
SAD, and GLT as well as the EMAAll results for HOS (grey highlight in legend) should be interpreted with caution given the extremely low
positive class representation (<10%). AUC = area under the (ROC) curve; All = Anorexia nervosa (AN) and healthy control EMAs;
AN = anorexia nervosa EMAs; healthy controls (HC) = healthy control EMAs [Colour figure can be viewed at wileyonlinelibrary.com]
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to EMAHC models; this difference was more appreciable
for negatively valenced construct models (80.57 vs. 57.09)
compared with positively valenced construct models
(70.77 vs. 64.53). Moreover, within EMAAN for negatively
valenced construct models specifically, distal lags were
more important on average than proximal lags (80.57 vs.
68.84); this difference was more appreciable for nega-
tively valenced, relative to positively valenced (70.77 vs.
67.92), construct models. Accordingly, proximal lags were
marginally more significant on average for EMAHC model
predictions relative to distal lags regardless of construct
valence (71.80 vs. 64.53 for positive; 68.66 vs. 57.09 for
negative).

3.5 | Ensemble model performance on
test data

Performance results of ensemble models on held‐out test
data are presented in Table 4 with associated ROC curves
available as Figure S1. Of the 27 models, seven performed
significantly above chance and were more informative
than a completely random model. Only the negative
affect model performed significantly above chance
(AUC = 0.71; kappa = 0.34) on test EMAAN time‐lagged
PA data, while only joviality (AUC = 0.67; kappa = 0.23)
and self‐assurance (AUC = 0.69; kappa = 0.34) per-
formed significantly above chance on test EMAHC data.
Holistically, these results suggested a uniquely detectable
association between PA and negative affect among
AN individuals as well as a uniquely detectable associa-
tion between PA and positive affect‐related constructs
among HC.

4 | DISCUSSION

This study extended analysis of a previously published
dataset to investigate lagged associations of longitudinally
and passively measured PA across a broad range of self‐
report positive and negative emotional states in N = 75
adolescents with AN and HC. Through employment of
ensemble machine learning modelling and feature
importance analyses, results bolstered previous findings
regarding the general role of PA in altering momentary
affect in those with AN. Results also extended current
conceptualizations of this association by implicating a
uniquely prominent role of distal lagged PA (four to six h)
in the prediction of negatively valenced emotional
states in AN adolescents. Model performance across
affect constructs on a held‐out test set revealed negative
affect as the only significantly predictable construct
among EMAAN, with joviality and self‐assurance—both

positively valenced constructs—as significantly predict-
able among EMAHC. As several models did not perform
significantly on their respective held‐out test set, and, by
extension, not all negative constructs were better pre-
dicted for EMAAN relative to EMAHC models, Hypothe-
sis 1 was only partially supported. Nonetheless, results
holistically suggested uniquely significant, longer term
effects of PA on negative affect‐specific states in those
with AN compared to HC.

When compared with age and BMI, analyses found
PA to have the most important role in influencing pre-
diction of AN emotional state change on average. By
comparison, PA was found to be least influential (and
comparable in influence to age and BMI) in the predic-
tion of HC emotional state change. These results are in
support of Hypothesis 2, which predicted a higher overall
importance of PA for the prediction of emotional state
change in AN‐based models relative to HC‐based models.
Furthermore, introspection of EMAAN ensemble model
lags showed increased importance of distal lag associa-
tions among negatively valenced emotions – a pattern not
observed among negatively valenced EMAHC models nor
among positively valenced models of either EMAAN or
EMAHC (Table 3). Taken together, the observed infor-
mative differences in lag importance structure between
EMAAN and EMAHC models are in support of
Hypothesis 3.

Current AN theory places PA in two potential roles:
as a pathogenic factor (Naumann et al., 2014; Vayalapalli
et al., 2018) and as a coping mechanism (Haynos &
Fruzzetti, 2011; Vayalapalli et al., 2018). Naturally, this
study explored the latter. Empirical work within the
coping literature indicates that AN patients with chron-
ically negative affect have the strongest urge to be phys-
ically active. Herein, differences in association between
PA and negative affect were found between EMAAN and
EMAHC; however, the temporal dynamics of this associ-
ation were surprizing. Current theory posits that PA is
negatively reinforced by its ability to mitigate adverse
emotional states in those with AN (Coniglio et al., 2022;
Vansteelandt et al., 2007), suggesting more immediate
temporal influence of PA on subsequent negative
emotion state change. This was not entirely supported by
the results, as the higher relative importance of later lags
(>2.0 h) compared with proximal lags (≤2.0 h) in the
prediction of AN‐specific emotional state change in-
dicates a uniquely delayed regulatory capacity of PA
among those with AN. While proximal PA did also have
some impact on predictions, the emphasis on delay may
point to the influence of a potential intermediary variable
or step in the PA‐ER association, such as cognitive
mechanisms related to the attenuation of attention bias
or psychobiological mechanisms that modulate hormone
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TABLE 3 Top lags by scaled model importance for positively valenced and negatively valenced emotions

AN HC

Lag Δt (hours) Importance Lag Δt (hours) Importance

POSITIVE VALENCE CONSTRUCTS

JOV 7 3.5 100.00 7 3.5 100.00

9 4.5 74.43 11 5.5 81.92

3 1.5 66.23 4 2.0 77.59

12 6.0 60.97 9 4.5 69.14

8 4.0 49.22 12 6.0 68.87

ATT 1 0.5 100.00 8 4.0 100.00

5 2.5 92.61 5 2.5 74.45

2 1.0 73.69 4 2.0 68.69

8 4.0 66.98 10 5.0 42.29

12 6.0 63.54 1 0.5 35.67

SAS 11 5.5 100.00 2 1.0 100.00

1 0.5 76.45 6 3.0 81.75

6 3.0 59.69 10 5.0 53.94

4 2.0 52.01 7 3.5 45.53

12 6.0 49.09 9 4.5 44.52

POS 9 4.5 100.00 11 5.5 100.00

2 1.0 63.74 1 0.5 92.61

7 3.5 58.04 4 2.0 56.25

11 5.5 47.33 12 6.0 55.58

1 0.5 43.33 6 3.0 49.33

Prox Avg 67.92 71.80

Intr Avg 71.09 75.17

Dist Avg 70.77 64.53

NEGATIVE VALENCE CONSTRUCTS

HOS 9 4.5 100.00 1 0.5 100.00

11 5.5 92.30 11 5.5 42.61

6 3.0 81.26 2 1.0 32.47

12 6.0 78.97 10 5.0 19.72

4 2.0 67.85 9 4.5 12.04

SAD 11 5.5 100.00 4 2.0 100.00

6 3.0 67.02 9 4.5 88.11

4 2.0 55.42 3 1.5 53.42

12 6.0 46.44 12 6.0 41.88

9 4.5 40.27 5 2.5 39.31

FER 9 4.5 100.00 11 5.5 100.00

12 6.0 73.29 1 0.5 84.46

2 1.0 69.59 6 3.0 81.79

10 5.0 61.74 9 4.5 65.18
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levels (Kolar & Gorrell, 2021). Temporality notwith-
standing, the ability of both cross‐validated (hostility,
sadness, fear, guilt, negative affect; Table 2) and test‐set
(negative affect; Table 4) EMAAN models to signifi-
cantly predict negatively valenced emotion state change
from baseline supports potentially meaningful associa-
tions between PA and negative affect regulation. The
insignificance of the Negative Affect EMAHC model
evaluated on the test‐set (Table 4) further highlights PA‐
mediated negative affect coping as a potentially defining
behavioural mechanism of AN.

The above modelling results highlighted differences
among negative affect constructs between AN and HC
data – importantly, differences that were not observed
among positive affect constructs. Accordingly, a focus on
the significance of PA within the negative affect space of
those with AN is warranted. One detailed qualitative
study leveraged interpretive phenomenological analysis
to explore how individual women deal with and make
sense of their AN and revealed consistent narrative
themes of negative feeling avoidance and regulatory
control via compulsive exercise (Kolnes & Rodriguez‐
Morales, 2016). Anger, guilt, shame, and sadness were

noted as negative emotions targeted for suppression or
escape through vigorous exercise, with anger, sadness,
and guilt also specifically implicated in relation to exer-
cise‐mediated regulatory control (Kolnes & Rodriguez‐
Morales, 2016). An array of methodologically distinct
studies on PA rationale, meaning, and statistical model-
ling have also cited sadness/depression (Bratland‐Sanda
et al., 2010; Naumann et al., 2014; Vansteelandt
et al., 2004), anger and disgust (Aruguete et al., 2012;
Espeset et al., 2012; Moncrieff‐Boyd et al., 2014; Van-
steelandt et al., 2004), and guilt/shame (Bewell‐Weiss &
Carter, 2010; Oldershaw et al., 2015; Vansteelandt
et al., 2004; Zunker et al., 2011) as particularly relevant
negative emotions for targeted regulation in those
with AN.

Looking closely at the modelling results for some of
these emotions, the EMAAN sadness state change model
was both informative and significant (AUC = 0.76,
kappa = 0.32) (Table 2) in cross‐validation. Physical ac-
tivity 5.5 h prior to EMA (Lag11) was the most important
predictor of EMAAN state change with no other time
differences exhibiting a relative importance score that
exceeded 75.0 (Table 3). This pattern is in contrast to the

TABL E 3 (Continued)

AN HC

Lag Δt (hours) Importance Lag Δt (hours) Importance

4 2.0 55.59 12 6.0 45.34

GLT 10 5.0 100.00 5 2.5 100.00

3 1.5 93.31 11 5.5 98.90

5 2.5 88.19 8 4.0 63.50

7 3.5 83.56 4 2.0 60.32

4 2.0 59.22 3 1.5 58.29

NEG 10 5.0 100.00 2 1.0 100.00

2 1.0 80.89 1 0.5 70.01

9 4.5 80.44 6 3.0 63.37

6 3.0 76.84 3 1.5 51.20

11 5.5 73.97 4 2.0 45.06

Prox Avg 68.84 68.66

Intr Avg 79.37 69.59

Dist Avg 80.57 57.09

Note: Proximal (Prox) lags were defined as lags representing no greater than 2 h prior to an EMA (Lag1‐Lag4). Intermediate (Intr) lags were defined as lags
between 2.5 and 4 h prior to an EMA (Lag5‐Lag8). Distal (Dist) lags were defined as lags at least 4.5 h prior to an EMA (Lag9‐Lag12). These delineations were
selected to maintain consistency of representation (i.e., four lag variables for each of proximal, intermediate, and distal). Averages were calculated to
summarise scaled importance beyond a simple rank order since, for some models, one or two lags dominated the prediction dynamics, while for others,
several lags drove predictions with more equal influence. The time difference (Δt) represented by each lag is shown in hours.
Abbreviations: AN, anorexia nervosa EMAs; ATT, attentiveness; Avg, average; FER, fear; GLT, guilt; HC, healthy control EMAs; HOS, hostility; JOV, joviality;
NEG, negative affect; POS, positive affect; SAD, sadness; SAS, self‐assurance.
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EMAHC model where a two‐hour time difference (Lag4)
dominated model prediction. The lag structure governing
AN sadness prediction adds perspective to a previous
study whose findings were inconsistent with ER theory
(Naumann et al., 2014). The causal pathway under
scrutiny represented the first half (increased sadness →
PA) of a two‐stage association (increased sadness → PA

→ decreased sadness) implied by ER theory. Therein,
desire to exercise decreased in both AN and HC women
immediately after exposure to a sadness‐eliciting stim-
ulus, suggesting that PA may not be leveraged as an ER
strategy to decrease negative affect in the short‐term.
Importantly, the work did not explore distal influences
and pointed to the possibility that individuals with AN

TABLE 4 Emotion‐specific
ensemble model performance on the
held‐out testing set data

Grouping Accuracy Sensitivity Specificity AUC 95% CI Kappa

JOV All 0.63 0.5 0.76 0.65 0.57–0.73 0.19

AN 0.46 0.09 0.93 0.41 0.29–0.53 −0.13

HC 0.63 0.69 0.65 0.67 0.55–0.79 0.23

HOS All 0.9 0.75 0.57 0.65 0.48–0.82 0.05

AN 0.87 1 0.13 0.43 0.26–0.6 0.1

HC 0.99 1 0.98 0.98 0.79–1.00 0

ATT All 0.72 0.79 0.32 0.52 0.42–0.62 0.05

AN 0.72 0.25 0.9 0.48 0.34–0.62 0

HC 0.62 0.56 0.56 0.48 0.33–0.63 0.03

SAS All 0.66 0.6 0.61 0.63 0.54–0.72 0.15

AN 0.6 0.63 0.62 0.61 0.48–0.74 0.12

HC 0.74 0.42 0.94 0.69 0.57–0.81 0.34

SAD All 0.84 0.94 0.58 0.79 0.66–0.92 0.1

AN 0.69 0.82 0.62 0.67 0.52–0.82 0.07

HC ‐‐ ‐‐ ‐‐ ‐‐ ‐‐ ‐‐

FER All 0.75 0.97 0.32 0.63 0.52–0.74 −0.01

AN 0.63 0.8 0.4 0.59 0.46–0.72 0.07

HC 0.89 0.56 0.93 0.68 0.48–0.88 0

GLT All 0.75 1 0.41 0.7 0.59–0.81 0.07

AN 0.58 0.83 0.41 0.54 0.4–0.68 −0.03

HC 0.89 0.88 0.65 0.72 0.51–0.93 −0.02

POS All 0.54 0.85 0.36 0.56 0.47–0.65 0.03

AN 0.56 0.8 0.47 0.57 0.45–0.69 0.09

HC 0.58 0.62 0.56 0.58 0.45–0.71 0.05

NEG All 0.73 0.79 0.65 0.72 0.62–0.82 0.23

AN 0.73 0.44 0.94 0.71 0.59–0.83 0.34

HC 0.52 0.91 0.38 0.55 0.36–0.74 −0.03

Note: The binary classification performance metrics for all 27 lagged‐ensemble models on the held‐out
test set. Note that HC and All results for HOS should be interpreted with caution given the extremely
low positive class representation (<10%). In addition, there was no positive class representation in the
HC model for SAD, thus an assessment of performance could not be calculated (labelled as two dashes
in the table). Kappa = Cohen's kappa.
Abbreviations: All, anorexia nervosa and healthy control EMAs; AN, anorexia nervosa EMAs; ATT,
attentiveness; AUC, area under the (receiver operating characteristic) curve; FER, fear; GLT, guilt; HC,
healthy control EMAs; HOS, hostility; JOV, joviality; NEG, negative affect; POS, positive affect; SAD,
sadness; SAS, self‐assurance; 95% CI, 95% confidence interval of the AUC.
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may use PA to cope with depressive mood at a later stage
of the sadness generation process (Naumann et al., 2014).
While the current study does not address the same
component of the ER pathway, present results (germane
to the PA → decreased sadness stage) nonetheless speak
to the potential significance of delayed emotional regu-
latory influence of PA when the counteracting effects of
physical passivity in depressive states (Rucker &
Petty, 2004) are concerned.

The current analysis did not directly model “anger”;
however, “disgust” (an item comprising the “hostility”
construct) has been theoretically coupled (Fox & Po-
wer, 2009; Munro et al., 2017) and linked empirically
(Fox et al., 2013; Fox & Harrison, 2008) with feelings of
anger in those with AN and other eating disorders. Under
this coupling paradigm, one thought is that disgust serves
to suppress expressions of anger; however, further work
is needed to support this association. Where anger is
commonly cited as a highly prevalent emotion among
eating disorder patients and hypothesised to be more
closely regulated by PA than sadness (Aruguete
et al., 2012; Naumann et al., 2014), there is no research
(for either AN or in general) directly interrogating regu-
lation of emotional disgust alongside PA. Naturally, the
temporal scope of PA's influence on emotional disgust or
anger regulation for those with AN is also unknown. The
results of the hostility state change EMAAN model offered
some preliminary insight. The model was informative
and significant (AUC = 0.8, kappa = 0.29) in cross‐
validation (Table 2). Three distal lags, reflecting PA
counts at 4.5 (Lag9), 5.5 (Lag11), and 6 h prior (Lag12) to
EMA, and one intermediate lag representing counts of
PA 3 h prior (Lag6), drove the model's predictive dy-
namics of hostility state change with relative importance
scores exceeding 75.0 (Table 3). This was in stark contrast
to the EMAHC hostility model, where only PA counts
from the past half hour (Lag1) dominated influence over
prediction. Results holistically suggest that PA may serve
to subsequently regulate hostility (disgust) across several
hours in AN adolescents.

It is noteworthy that of all emotion constructs
considered, sadness, guilt, and hostility were charac-
terised by the lowest incidence of “improvement” among
HC (Table 1). By contrast, AN participants had a higher
proportion of EMAs with lower negative affect relative to
baseline (sadness: 24% for AN vs. 2% for HC; guilt: 30%
for AN vs. 8% for HC; hostility: 13% of AN vs. 2% for HC).
Moreover, sadness, guilt, and hostility among AN par-
ticipants were significantly higher than HC at baseline.
These patterns give empirical credence to the potential
increased utility of PA as a regulator for these negative
emotions. In consideration of the holistic negative affect
construct cross‐validation models for both EMAAN and

EMAHC, lag importance differed considerably in compo-
sition (Table 3). For EMAAN, 4 of 5 lags with the highest
relative importance (>70.00) corresponded to PA counts
that occurred >2.5 h previously (Lag10, Lag9, Lag6, Lag11).
For EMAHC, both lags with the highest relative impor-
tance corresponded to PA that occurred <1.5 h previously
(Lag2, Lag1). This indicated that negative affect change
was broadly predicted by more recent PA in HC and less
recent PA in AN adolescents.

The holistic positive affect change models (Positive
Affect) were not found to be significantly predicted on
held‐out test data from either EMAAN or EMAHC.
Moreover, no negatively valenced affect construct models
performed significantly on EMAHC held‐out test data.
Instead, for EMAHC, only two positively valenced affect
construct models, self‐assurance and joviality, made sig-
nificant predictions of affect change (AUC = 0.69,
kappa = 0.34 and AUC = 0.67, kappa = 0.23, respectively;
Table 4) on the held‐out test data. For AN individuals,
current results align with empirically derived hypotheses
placing PA in a prominent functional role of negative
emotion mitigation. However, null results for Positive
Affect are contrary to the findings of Kolar et al. (2020),
where higher levels of preceding PA were associated with
higher levels of positive affect in AN individuals and HC.
Several reasons could explain this difference, including
the binary, “summative”, and mode‐derived nature of
emotion outcome classification, and the more robust
assessment of model performance on held‐out data
afforded through a machine learning approach when
compared with the linear mixed effects model previously
employed.

This study has limitations that are important to
review. Although analysis was carried out on 888
unique EMA instances, and utility of the dataset was
extended by making EMA outcome change classifica-
tions between individuals comparable, data neverthe-
less were derived from a cohort of N = 75 individuals.
Relatedly, PA and EMA data were collected across a
single day; longer time scales resulting in larger
numbers of representative lag associations would have
been preferred to more confidently distill patterns of
association. Reactivity analyses, including ascertain-
ment of time‐of‐day effects, could not be carried out
with the data provided. There was also heterogeneity in
AN subtype representation among the participants
(with an 81% restrictive subtype majority). Coupled
with a dearth of available information about the clin-
ical presentation of AN within the cohort, subtypes and
associated descriptors of AN were not analysed in the
current study. More research is needed to explore the
generalisability of the current findings to distinct sub-
types of AN. Recruited by “word‐of‐mouth” (Kolar
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et al., 2020), HC participants potentially represented a
sample of convenience which limits the generalisability
of the findings. Most notably, however, the smaller
study sample, in conjunction with a limited number of
representative EMAs per person, led to severe class
imbalance after stratification in some instances – a
phenomenon that was especially true in the held‐out
test set across several affect outcomes for HC. Despite
this, most models (26/27) were found to be informative
(kappa ≥ 0.1) in cross‐validation, allowing for statisti-
cally justifiable introspection of underlying model‐
specific relative feature importance. When the held‐
out test set was applied to models, a minority (7/27)
performed significantly. While these results highlighted
affect constructs for future research, they reflected a
degree of model overfitting during training which ul-
timately suggested idiosyncrasy and variability in the
nature of PA‐ER associations. Coupled with a homo-
geneous sample population, results are not general-
isable to other AN study populations. Methodologically,
quantification of additional PANAS‐X constructs from
the originally selected AN‐specific items resulted in
constructs with incomplete item representation (e.g.,
“attentiveness” was only represented by “attentive”,
without “alert”, “concentrating”, and “determined”).
While not an issue for modelling affect outcomes per
se, interpretation must be tempered since the full
complement of validated items comprising constructs
could not be considered.

Despite these limitations, use of machine learning
with cross‐validation ensured that each model's perfor-
mance was entirely quantified through data not used
during training. Feature importance analyses on these
same models thus presented as a robust means to explore
the relative impact of PA across several independent time
lags. This work has strength in its extended use of an
existing dataset through temporal feature and theory‐
driven‐outcome engineering. Results not only supported
previous findings in the literature but also offered in-
sights for new research directions.

The above findings, while preliminary, encourage
further exploratory emphasis into the temporal influ-
ence of PA on emotional states in those with AN.
Special attention should be given to the role of PA as a
management strategy for negative emotions, and future
research should explore the trajectories of additional
negative affective states (e.g., “anger”, “disgust”,
“nervousness”) as well as probe the associations of PA
with affect state change across greater time scales.
Methodologically, researchers are encouraged to apply
machine learning frameworks for further exploration
and analysis. With more comprehensive, generalisable,
and increasingly longitudinal datasets, machine learning

can serve as a powerful means to maximise the syner-
gistic utility of EMA and passive sensing data towards
an increased understanding of eating disorders and
their associated behaviours.
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