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A B S T R A C T   

Introduction: Anxiety disorders are a prevalent and severe problem that are often developed early in life and can 
disrupt the daily lives of affected individuals for many years into adulthood. Given the persistent negative aspects 
of anxiety, accurate and early assessment is critical for long term outcomes. Currently, the most common method 
for anxiety assessment is through point-in-time measures like the GAD-7. Unfortunately, this survey and others 
like it can be subject to recall bias and do not fully capture the variability in an individual's day-to-day symptom 
experience. The current work aims to evaluate how point-in-time assessments like the GAD-7 relate to daily 
measurements of anxiety in a teenage population. 
Methods: To evaluate this relationship, we leveraged data collected at four separate three week intervals from 30 
teenagers (age 15–17) over the course of a year. The specific items of interest were a single item anxiety severity 
measure collected three times per day and end-of-month GAD-7 assessments. Within this sample, 40 % of in-
dividuals reported clinical levels of generalized anxiety disorder symptoms at some point during the study. The 
first component of analysis was a visual inspection assessing how daily anxiety severity fluctuated around end-of- 
month reporting via the GAD-7. The second component was a between-subjects comparison assessing whether 
individuals with similar GAD-7 scores experienced similar symptom dynamics across the month as represented 
by latent features derived from a deep learning model. With this approach, similarity was operationalized by 
hierarchical clustering of the latent features. 
Results: The aim clearly indicated that an individual's daily experience of anxiety varied widely around what was 
captured by the GAD-7. Additionally, when hierarchical clustering was applied to the three latent features 
derived from the (LSTM) encoder (r = 0.624 for feature reconstruction), it was clear that individuals with similar 
GAD-7 outcomes were experiencing different symptom dynamics. Upon further inspection of the latent features, 
the LSTM model appeared to rely as much on anxiety variability over the course of the month as it did on anxiety 
severity (p < 0.05 for both mean and RMSSD) to represent an individual's experience. 
Discussion: This work serves as further evidence for the heterogeneity within the experience of anxiety and that 
more than just point-in-time assessments are necessary to fully capture an individual's experience.   

1. Introduction 

A review of epidemiological surveys for all anxiety disorders indi-
cated that 13 % of individuals will experience an anxiety disorder in any 
given year, and 21 % of individuals will experience an anxiety disorder 
at some point in their lives (Bandelow & Michaelis, 2015). Unfortu-
nately, for many of these individuals their anxiety will begin early in life 

(Kessler, 1994). A meta-analysis of 24 studies indicated that the average 
age of onset for all anxiety disorders fell during the later teenage years 
with specific anxiety disorders having an age of onset earlier than 15 
years old (de Lijster et al., 2017). At such a young age, these disorders 
have a significant effect on mood, irritability, academic performance, 
and quality of life (Khesht-Masjedi et al., 2019). Additionally, given that 
half of all lifetime cases of anxiety disorders begin during the teenage 
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years and that early intervention has been shown to vastly improve 
outcomes, it is imperative that we better understand the individual 
experience of anxiety in young teens (Kessler et al., 2005; Mifsud & 
Rapee, 2005). 

Typically, when people are evaluated for anxiety disorders, it is done 
via a point-in-time assessment. The most common of these assessments is 
the GAD-7 questionnaire, a 7-item self-report form used to assess the 
severity to which an individual experiences generalized anxiety disorder 
over a prior time period before the survey is taken (Spitzer et al., 2006). 
The results of the GAD-7 questionnaire play a substantial role in eval-
uating an individual's experience with anxiety and defining potential 
treatment options (Spitzer et al., 2006). Unfortunately, these point-in- 
time assessments may not comprehensively capture an individual's 
daily experience with anxiety and how it varies over time (Frank et al., 
2017). This lack of representativeness can be attributed in large part to 
the fact that these self-reported point-in-time assessments are subject to 
cognitive biases (Sato & Ichiro, 2011). Specifically, recall bias may cause 
individuals to heavily weight more recent experiences, misrepresent 
past experiences as they become distorted with time, and even to forget 
critical parts of their recent experience with anxiety (Colombo et al., 
2020; Hassan, 2005; Sato & Ichiro, 2011). 

Considering these limitations with point-in-time assessments, there 
is a necessity for evaluation to help understand how well these surveys 
can reflect day-to-day experiences with anxiety. There has been some 
prior work in this space assessing the agreement between self-report 
measures of trait anxiety and ecological momentary assessment (EMA) 
questionnaire responses, however many studies that capture both don't 
directly make this comparison (Edmondson et al., 2013; Solhan et al., 
2009). The results of these analyses have shown low or low-moderate 
relationships between the two measures (Edmondson et al., 2013; Sol-
han et al., 2009). However, to our knowledge, there have been no 
studies that try to assess between subject similarities across both point- 
in-time assessment and EMA response. With this in mind, there are two 
major goals of this work. The first is to investigate, in this sample, how 
well an end-of-month survey (GAD-7) can capture the daily variation in 
anxiety severity over the prior month. The second goal is to evaluate the 
degree to which between-person similarities in GAD-7 reporting asso-
ciates with reporting of daily anxiety via EMA. To accomplish this sec-
ond goal, we will employ a deep learning LSTM model to capture data 
driven components of the daily anxiety experience and map them to a 
representative latent space. By capturing the data in this way, we can 
retain the core components that define the daily experience of anxiety 
while simultaneously allowing for the ease of comparison between in-
dividuals. These representations of daily anxiety can then be used to 
quantitatively assess the second goal: whether individuals with similar 
levels of anxiety via point-in-time assessment actually experience their 
daily anxiety similarly. To operationalize this similarity assessment, 
hierarchical clustering will be employed to group individuals in such a 
way that those with analogous experiences would be closer together. All 
analysis will be done based on publicly available data representing daily 
anxiety measurements and monthly GAD-7 scores of 30 teenagers from a 
previously conducted larger study investigating stressful life events and 
within-person development of anxiety and depression (Rodman et al., 
2021). 

2. Methods 

2.1. Participants and data collection 

The original investigators recruited female participants (N = 30) 
aged 15–17 from schools, libraries, and other public spaces in Seattle, 
Washington. The study inclusion criteria ensured that participants were 
female, age 15–17, fluent in English, and had access to an individual 
smartphone (Rodman et al., 2020). Twelve monthly in-person assess-
ments were conducted on each participant to assess symptom severity 
for anxiety and depression over the past month, measured using the 

GAD-7 and PHQ-9 scales, respectively (Kroenke et al., 2001; Spitzer 
et al., 2006). Within the same year, participants underwent four separate 
occasions of three weeks worth of monitoring by daily ecological 
momentary assessments where they would report their feelings of 
anxious and depressive affect (each on a 1 to 7 scale) three times a day 
through the MetricWire app (Metricwire Inc, n.d.). All study procedures 
were reviewed and approved by the Institutional Review Board at the 
University of Washington. Written consent to participate in the daily and 
monthly self-assessments was obtained from both the adolescent par-
ticipants and their legal guardians (Rodman et al., 2020). 

Among the 120 measurements for monthly GAD-7 assessments 
across the 30 participants, 38 of those measurements would be consid-
ered representative of moderate to severe anxiety using a standard cutoff 
for moderate anxiety of 10 (Spitzer et al., 2006). Pairing this down to 
assess at the individual level rather than the monthly level, 12 partici-
pants had at least one monthly GAD-7 measurement that indicated ex-
periences of moderate to severe anxiety. 

2.2. Within-person comparison 

The first aim was to understand how daily anxiety affect measure-
ments related to monthly anxiety symptom measurements. Specifically, 
the goal was to assess how well the GAD-7 captured the magnitude of the 
daily assessments as well as how widely the daily assessments varied 
around the end of month reported value. To accomplish this goal, we 
visualized person-level plots of the normalized monthly GAD-7 scores 
and daily anxiety scores. The monthly GAD-7 scores were assumed to 
represent the anxiety level two weeks prior to measurement and the 
daily anxiety values were layered onto the plot. In this way, a qualitative 
evaluation could be made about how well the within-person normalized 
daily ratings compared to the end of month assessment. 

2.3. Preprocessing for deep learning 

Given that the EMA assessment did not cover the entire year and 
GAD-7 assessment was given at the end of each month, participant's 
anxiety information was treated separately on a month-by-month basis. 
This data relating to a specific person and month of the year will be 
henceforth referred to as a person-month (e.g. the analysis treats data 
from month one of the study for person A as separate from data from 
month 4 of the study for person A). For each person-month, the monthly 
GAD-7 score and the 28 days of daily anxiety scores leading up to the day 
of their monthly in-person assessment was extracted. Thus, for each 
person-month, 84 points of daily anxiety measurements are considered 
and are broken down into three features based on collection time being 
in the morning, afternoon or evening over the 28 days. By processing the 
raw data through this method, 120 person-months worth of anxiety data 
are constructed. Daily anxiety measurements and monthly GAD-7 scores 
were normalized via min/max normalization based on the measurement 
scale to be constrained between zero and one (Pérez-García et al., 2021). 

To deal with the sporadic sampling of months as well as some lack of 
compliance, person-months with over 70 % of daily anxiety measure-
ments missing were excluded from analysis, resulting in 66 of the 
original 120 person-months remaining eligible for analysis. Importantly, 
every individual participant in the study was represented by at least one 
person-month, with a maximum of three person-months for a given 
participant. 

2.4. Deep learning based feature reduction for EMA 

The goal of the between-subjects analysis was to examine whether 
individuals who scored similarly on the GAD-7 had an analogous 
experience with their daily anxiety. Given the dimensionality of time 
series data, making these comparisons required dimensional reduction 
that maintained the variation within the raw assessment data. To 
accomplish this, we leveraged a Long-Short-Term-Memory (LSTM) deep 
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learning model within an encoder-decoder framework. LSTM nodes 
within a deep learning framework are uniquely poised to handle time- 
series data. This is due to their ability to model time-dependency, 
which essentially allows for the model to handle a given time point 
without losing the context of the prior time points. This was particularly 
suitable for our framework as the reduced feature space could still have 
some latent representation of the time-varying components in the 
original data. This helped to ensure that the encoded (reduced) feature 
space maintained enough variance to then be decoded to the original 
feature space of daily anxiety assessment. By approaching the data in 
this way, we could directly test whether or not the latent variables in the 
reduced feature space were capturing the variability in the original 
feature space. If this was the case, it served as proof that the reduced 
feature space is a comprehensive representation of a person's day-to-day 
anxiety experience over the course of a month. 

2.4.1. Model development 
All model development was done in Python 3.8 using Tensorflow 

(Drake et al., 2010; TensorFlow Developers, 2022). Inputs to the LSTM 
model are 66 person-months of anxiety data separated into three fea-
tures (morning, afternoon and evening anxiety) and 28 time steps. The 
encoder section of the model is responsible for reducing this feature 
space into three features per person. The decoder portion of the model 
then reconstructs the daily anxiety data back from these three features. 
The model specifically consists of three layers for the encoder and three 
layers for the decoder. These layers include 64, 32 and 3 LSTM nodes, 
respectively, and this structure is mirrored in the decoder framework. 
Each of these nodes use the Exponential Linear Units (ELU) activation 
function due to its ability to incorporate negative values in addition to 
faster run times (Clevert et al., 2015; Jacobson et al., 2021). This allows 
the model to train faster while also being able to penalize varying de-
grees of wrongness for inaccurate decoded sequences. Prior to these 
layers, we implemented a masking layer to mask all missing values 
throughout the person-month. After the encoder-decoder layers, the 
final layer was a TimeDistributed layer wrapped on a Dense Layer for the 
output of the model. The dense layer has three units, which allows for 
the prediction of three anxiety sequence features (morning, afternoon, 
evening) at a time (i.e. one day at a time). The model used the ADAM 
optimization algorithm for training and uses the mean absolute error as 

the loss function (Keras, n.d.). 

2.4.2. Model tuning 
To ensure the model was not being overfit and an appropriate epoch 

was selected, the model was trained on 46 person-months with 20 
person-months acting as the validation set. Layer sizes were optimized 
for the encoder model (with the decoder model always having the same 
layer sizes as the encoder model) to minimize the output feature space 
without sacrificing captured variability. To measure the accuracy of 
each model's decoding of the feature layer back to the original sequence, 
each time point was represented as having an x-value of its respective 
anxiety value in the original sequence and a y-value of its respective 
anxiety value in the predicted sequence. 

2.4.3. Model evaluation 
To evaluate the model, Pearson correlations were calculated for each 

individual between the true EMA anxiety response and the predicted 
EMA response produced by the decoder portion of the model. The main 
idea was that if the decoder was able to accurately reproduce the 

original input space, we could be confident that the encoded latent 
features captured the majority of the variability of the EMA items over 
time. These correlations were calculated both including and excluding 
missing data in the input space to ensure that the model was picking up 
on true changes in daily severity and not just missing vs. non-missing 
data. 

2.5. Evaluating the encoded features 

With the encoded features that represented the daily anxiety varia-
tion in the original data set, hierarchical clustering was implemented to 
organize person-months in such a way that those with a similar overall 
daily experience of anxiety were close together. Following this clus-
tering, we evaluated whether those person-months that were clustering 
together had similar reporting via the end-of-month GAD-7. In this way, 
we could directly investigate if individuals with similar daily experi-
ences (as represented by the encoded feature-space of their raw anxiety 
reporting) were also reporting analogously via the point-in-time 
assessment. 

To further explore what aspects of daily anxiety the LSTM encoder 
was leveraging to create the three representative features, three hier-
archical regressions were implemented to evaluate how summary sta-
tistics of daily anxiety data predicted each of the three embedded 
features. We hypothesized that the most important aspects of daily 
anxiety that the deep learning model was picking up on were related to 
variability, severity, and missingness. To capture variability, we calcu-
lated the variance, crossing points and root mean square of successive 
differences for the 84 anxiety values measured throughout the person- 
month (Hovenkamp-Hermelink et al., 2019; Shaffer & Ginsberg, 
2017). To capture severity of anxiety, we calculated the mean reported 
anxiety across the 84 values measured throughout the month (Cox et al., 
2018). Related to missing surveys, as these were left as missing and 
masked in the model, we wanted to see if the percent missingness was 
contributing to any of the latent features and thus was included as a 
predictor. Finally, related to the main outcome of interest, we wanted to 
see if any of the daily anxiety based latent features could be mapped to 
the reported monthly GAD7 and thus this was included in the model. 
The general version of the mixed model is shown below:   

3. Results 

3.1. Data visualization/visual inspection 

Qualitative assessment mapping daily anxiety to monthly reporting 
was done by evaluating a visualization of both normalized values 
together. The plots (Fig. 1) show that average normalized anxiety 
severity over the course of the month tends to be similar to the 
normalized monthly assessment, although this is not always the case. 
Additionally, the figures show that more often than not the daily anxiety 
values vary widely around the mean daily value as well as the monthly 
severity assessment. These differences in variability lead to cases where 
individuals have very similar monthly severity assessment scores but 
vastly different experiences over the course of that month. 

latent feature = β0 + percent.missing*β1 + anxiety.variance*β2 + anxiety.mean*β3 + crossing.points*β4 + rmssd*β5 + GAD.monthly*β6 + θi + ϵi
θ ∼ N(0, 1)
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3.2. LSTM encoder-decoder 

The training/validation loss was plotted for 1500 training epochs 
and the point at which the validation loss stopped decreasing (epoch 
450) was taken as the final model (Fig. 2). With the final model, the 
accuracy of the decoder model was calculated by assessing the corre-
lation between true anxiety values and predicted anxiety values over the 
course of the month for each individual. These correlations were then 
averaged across individuals to get an overall sense of how well the 
encoded feature space represented the original measurements of anxiety 
over the month. Correlation coefficients were computed when missing 
data was both included and excluded. With missing values excluded, the 
model was able to reproduce the original feature space with an average 
correlation of 0.624 in the training set and 0.602 in the testing set. With 
missing data included the average correlation in the training set was 
0.555 and in the testing set was 0.480. The distribution of the correlation 
coefficients across persons can be seen in Fig. 3. 

3.3. Mapping latent feature space to original data 

Using the three latent features (representing daily GAD) derived 
from the encoder portion of the LSTM model, hierarchical clustering 
revealed that individuals with similar monthly GAD-7 scores did not 
cluster together (Fig. 4). This lack of clustering extended to other indi-
vidual summary statistics including missingness, anxiety variability and 
mean daily anxiety. This indicated that the clustering may be relying on 
some combination of these features or some other characteristics of the 
daily anxiety measurements. 

3.4. Understanding latent feature representations 

To evaluate what each of the embedded features was representing 

and thus determine what items were important in representing daily 
anxiety, the mixed modeling approach was implemented. The models 
indicated that measures of day to day instability in anxiety (root mean 
squared successive differences) and mean daily anxiety severity signif-
icantly (p < 0.05) associated with latent variable one and latent variable 
three. Ultimately, this is evidence that individuals with similar overall 
levels of anxiety (as measured by the GAD-7) may experience their 
anxiety in different ways. This is due to variability in their daily anxiety 
as well as mixed severity reporting between daily and monthly surveys. 

4. Discussion 

This project aimed to assess how and the degree to which monthly 
GAD-7 measurements are related to an individual's day-to-day experi-
ence with anxiety. Furthermore, novel latent representations of were 
explored to try to capture the daily patterns in each person's anxiety. 

When considering how monthly GAD-7 measurements relate to day- 
to-day experiences with anxiety, it is evident that participants with 
similar GAD-7 scores for a certain month may have experienced anxiety 
in a substantially different way over the course of the month. To 
exemplify this, we can dive into an instance where two individuals 
(1001, 1029) have roughly the same monthly GAD-7 score. Yet, for one 
participant, they experienced high anxiety at the beginning of the 
month, low anxiety towards the middle of the month, and high anxiety 
again at the end of the month. In contrast, for the other participant, they 
experienced low anxiety at the beginning of the month, high anxiety 
towards the middle of the month, and low anxiety again towards the end 
of the month. Conversely, participants with similar experiences of anx-
iety over the course of a month may have substantially different GAD-7 
scores. For example, take an instance where two participants (1013, 
1027) both seem to have relatively low daily anxiety ratings towards the 
beginning of the month with spikes in anxiety towards the end of the 

Fig. 1. Idiographic Plots representing individual's normalized daily anxiety EMA reports and end-of-month GAD7.  
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month. However, after normalization, the monthly GAD-7 measurement 
for one of those subjects is almost three times the measurement given for 
the other subject. It appears as if GAD-7 scores are often unable to 
comprehensively capture a person's day-to-day experience with anxiety 
over the course of a month. 

Previous works have shown the potential limitations of point-in-time 
assessments in capturing a person's day-to-day mental health experi-
ence. Studies that have directly assessed the comparison between these 
items have reported low levels of association (Edmondson et al., 2013; 
Solhan et al., 2009). Given this, there has been a large shift in the field 
towards using EMA as a measure of anxiety rather than standard surveys 
as noted in this review (Walz et al., 2014). This work serves as further 
evidence that point-in-time assessments are not always indicative of a 
person's daily anxiety experience. People with similar GAD-7 scores may 
experience anxiety in different ways on a day-to-day basis while people 
who experience anxiety in similar ways on a day-to-day basis may have 
different GAD-7 scores. Furthermore, when reducing anxiety sequences 
to a latent feature space of that represents the dynamic changes in 
severity over the course of a month, it is evident that people who report 

similarly on point-in-time surveys may have very different experiences 
over the course of the month. 

There are, however, some limitations with respect to this work that 
need to be noted. The particular sample used for this study was limited 
in both scope and size given that it consisted of only thirty 15–17 year 
old females. Further limiting the sample size, only 66 of the 120 po-
tential person-months were able to be included based on missingness 
cutoffs. Even with the cutoff, of the included person-months there was 
an average missingness of 48.74 % of daily anxiety measurements. 
Given these limitations, it is difficult to generalize the results of this 
project to people of different ages and genders. Related to modeling, the 
average correlation for reproducing the original feature space was 
around 0.6. There is always the opportunity to continue developing the 
deep learning architecture to capture more variability within the latent 
features, however, we chose the current model as a stopping point to 
avoid overdeveloping the model to a point of overfitting. Additionally, 
our mixed model approach allowed us to explain some components of 
the latent features, however, this did not completely explain what as-
pects of the data the model relied on to generate the features. 

Fig. 2. Training and validation loss over 1500 epochs of training for the LSTM encoder-decoder framework.  
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Overall, this project can be used to demonstrate the potential limi-
tations for the ability of point-in-time assessments like GAD-7 scores to 
capture daily variability in anxiety. Through the discontinuous anxiety 
graphs that plot each person's daily anxiety against their monthly anx-
iety measurements, it can be shown that GAD-7 scores often do not 
signify similarities or differences between how people experience 

anxiety. Although the GAD-7 did not reflect daily anxiety symptom 
experiences, the current results demonstrate that it is possible to predict 
a large proportion in the variation in daily anxiety symptoms using data 
driven approaches to longitudinal EMA data. By having the values for 
the three latent features derived from encoding a person's daily anxiety 
affect in a month, the daily anxiety experience can be somewhat 

Fig. 3. Distribution of training and testing correlations between predicted within-person daily anxiety reporting via the encoder-decoder model and the actual 
reported value. 

Fig. 4. Heatmap of latent features with GAD7, missingness and ID overlays.  
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accurately reconstructed. 
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