In any given year in the United States, one in five adults suffers from a mental illness, (National Institute of Mental Health, 2019; Substance Abuse and Mental Health Services Administration, 2018). Similarly, across the globe, one in five persons suffers from a mood, anxiety, and/or substance use disorder in any given year (Steel et al., 2014). Moreover, globally one in seven children and adolescents meets criteria for a mental disorder (Polanczyk, Salum, Sugaya, Caye, & Rohde, 2015). Half of all chronic mental illnesses begin by age 14, and nearly three quarters onset by age 24 (Kessler, Chiu, Demler, Merikangas, & Walters, 2005). Thus, mental illnesses affect a sizable portion of the population, and it affects people beginning at an early age.

In addition to being highly prevalent, mental illnesses result in a substantial financial burden to society. In the United States, mental disorders account for over $200 billion in annual health care expenditures and cost more than any other health condition, exceeding expenditures for heart conditions, trauma, and cancer (Roehrig, 2016). This includes productivity losses, as mental illness is also the leading cause of disability worldwide (Friedrich, 2017; Whiteford et al., 2013).

Despite the great need to treat mental illness, the majority (59%) of individuals who meet criteria for a current psychiatric diagnosis have not received treatment in the past year (Wang, Berglund, et al., 2005). Moreover, only about one in seven persons with a past-year diagnosis received minimally adequate care (i.e., having any appointments with a psychotherapist, social worker, counselor, therapist, or mental health nurse in the past year; Wang, Lane, et al., 2005). Relatedly, there is a large gap between illness onset and the receipt of care, with a median delay ranging from 6 to 23 years depending on the disorder (Cullen et al., 2008; Marques et al., 2010; Pinto, Mancebo, Eisen, Pagano, & Rasmussen, 2006; Stengler et al., 2013; Thompson, Issakidis, & Hunt, 2012; Wang, Berglund, et al., 2005). Compounding these issues, when seeking treatment, most individuals do not receive care in a timely manner (Trusler, Doherty, Mullin, Grant, & McBride, 2006), increasing the no-show rate and exacerbating symptom severity (DiMino & Blau, 2012; Folkins, Hersch, & Dahlen, 1980; Hicks & Hickman, 1994; Williams, Latta, & Conversano, 2008). Altogether, these data suggest that most individuals with a mental illness do not receive treatment, and most who do receive treatment only do so after suffering for years without care.
In exploring obstacles to receiving mental health care, we identified many patient-level barriers. For instance, individuals often report logistical barriers, including a lack of transportation to attend appointments, an inability to take time off from work to attend appointments, and/or a lack of child care (Harvey & Gumport, 2015). Although some studies have failed to find a relationship between stigma and a delay in seeking treatment (Green, Hunt, & Stain, 2012; Johnson & Coles, 2013), the stigma of walking into the office of a mental health care provider may also present a formidable barrier to obtaining treatment (Hepworth & Paxton, 2007; Hinshaw & Stier, 2008; Jung, von Sternberg, & Davis, 2017; Link & Phelan, 2006; Schreiber, Maercker, & Renneberg, 2010). Moreover, many persons cannot afford the high costs of treatment (Green et al., 2012; Hepworth & Paxton, 2007; Ho, Hunt, & Li, 2008; Kremer & Gesten, 2003), which often costs thousands of dollars in out-of-pocket expenses for a given individual (Crow et al., 2013; Daley, Morin, LeBlanc, Gregoire, & Savard, 2009; Cass et al., 2017; Otto, Pollack, & Maki, 2000). Therefore, logistical barriers, stigma, and cost represent tangible patient-level barriers to receiving timely treatment.

In addition to patient-level barriers, broader system-level barriers also impede patients’ ability to obtain treatment. Based on American Psychological Association statistics released in 2016, there are only 14.7 licensed psychologists in the United States per 100,000 people (Lin, Stamm, & Chris-tidis, 2016). Thus, even if all psychologists provided psychotherapy to 50 clients per week, only 3,185 patients would receive care in a given year, whereas the prevalence estimates would suggest that 26,400 meet criteria for a psychological disorder yearly (Demyttenaere et al., 2004). Unfortunately, supply problems are only compounded elsewhere in the world. In other regions, such as Africa, Southeast Asia, the Eastern Mediterranean, and the Western Pacific, the number of any type of mental health care worker averages less than 10 per 100,000 (World Health Organization, 2015). Hence, even in resource-laden countries, most persons with psychiatric diagnoses do not have access to care. Accordingly, such evidence suggests that the current care system cannot be scaled to treat patients at the population level.

Using the Internet to Close the Access Gap

While technology in general has a negative reputation when it comes to its influence on mental health (e.g., Twenge & Campbell, 2018), it can provide innovative solutions that may address many individual- and system-level treatment barriers. The growth of the Internet presented the first major opportunity to increase access to care. Specifically, the availability of the Internet has increased by approximately 685% between 2000 and 2018, with 48% of the world’s population now having Internet access (Hilbert & López, 2011; International Telecommunications Union, 2018); major technology companies also continue to increase access for less developed countries (e.g., West, 2015). Internet cognitive-behavioral therapy (I-CBT), a first-wave technology-based movement, transfers what would have been formerly considered self-help material to a Web-based format (Andersson, Carlbring, & Lindefors, 2016). Using I-CBT, patients can sit down at their home computers, read psychoeducational material, and practice CBT exercises and worksheets. Often a therapist or coach spends circumscribed time helping to guide patients through the modules, although the required therapist time is often only a fraction of that required by traditional face-to-face methods (Enander et al., 2016). Many pioneers have made great strides in developing these treatments and evaluating the efficacy of I-CBT (e.g., Andersson, 2009; Andersson, Carlbring, Berger, Almlöv, & Cuijpers, 2009; Andersson et al., 2016; Batterham et al., 2015; Bergström et al., 2010; Carlbring, Ekselius, & Andersson, 2003; Glozier et al., 2013; Griffiths & Christensen, 2007; Kaldo et al., 2015). In addition to the potential for I-CBT to be more accessible to patients, meta-analyses have shown superiority of I-CBT to wait-list control groups, and randomized controlled trials have shown I-CBT to have approximately equivalent efficacy compared to face-to-face CBT (Andrews et al., 2018; Carlbring, Andersson, Cuijpers, Riper, & Hedman-Lagerlöf, 2018). Taken together, these meta-analyses suggest that I-CBT is a safe and effective method to decrease access barriers.

Using Phones to Provide Care In Situ

Although I-CBT is effective and addresses key access barriers, most of its practice occurs within one setting (i.e., at home, in front of one’s computer). However, symptoms can occur anywhere, at any time (e.g., Moskowitz & Young, 2006; Newman et al., 2019). Given the ubiquity and access to cell phones in daily life, more recent technology-based treatments have relied on smartphones to close this access gap. Two of the most prominent national carriers have independently estimated coverage rates to be 99% in the United States, and the current 4G coverage rates (averaging 4.5–6.9 Mbps) range from 92 to 97% in the United States (Global Wireless Solutions, 2017).
Moreover, 81% of those in the United States own a smartphone (Pew Research Center, 2019). Worldwide, the average number of mobile-cellular network subscriptions is greater than one phone line per person globally, even averaging 70 lines per 100 people in the least developed countries (International Telecommunications Union, 2018). Thus, phones present a viable platform to address symptoms as they occur within daily environments.

Indeed, the field has been increasingly moving toward smartphone-based treatments, principally focused on mobile phone applications (apps). Currently, thousands of mental health apps are available on the market (Larsen et al., 2019). Mobile health apps are optimally designed for brief, frequent use throughout the day (Mohr et al. 2017). Apps may have greater ecological validity than prior treatments (Schembre et al., 2018), and it is possible that treatment apps can result in better generalization to the real world, since they are accessible anytime and place that symptoms arise. Mental health apps approach treatment from different angles. Some apps focus on symptom monitoring (Mehdizadeh, Asadi, Mehrvar, Nazemi, & Emami, 2019) and allow users to repeatedly log their symptoms with rating scales over time (Nicholas, Larsen, Proudfoot, & Christensen, 2015). Other apps focus on a single skill, like cognitive restructuring or mindfulness (Mohr, Tomasino, et al., 2017). Some apps are intended to be used in conjunction with a live therapist (Bry, Chou, Miguel, & Comer, 2018; Gindidis, Stewart, & Roodenburg, 2018), such as an app that sends food diaries to clinicians for patients with eating disorders (Lindgreen, Clausen, & Lomborg, 2018). Finally, there are apps designed as full standalone treatments, which incorporate many techniques from CBT (Bakker, Kazantzis, Rickwood, & Rickard, 2018; Bry et al., 2018; Gindidis et al., 2018; Wilhelm et al., 2019)—nevertheless, these apps may still be combined with in-person treatments (Ventura & Chung, 2019). Thus, apps present a range of viable treatment options at varying levels of care.

Randomized controlled trials of therapy apps’ efficacy conducted to-date have shown them to be quite promising. Meta-analyses for anxiety and depression have shown that app-based treatments are superior to control conditions (Firth, Torous, Nicholas, Carney, Pratap, et al., 2017; Firth, Torous, Nicholas, Carney, Rosenbaum, et al., 2017). Particularly, apps have shown superiority to inactive control conditions with moderate effect sizes ($g = 0.45$ for anxiety, $g = 0.56$ for depression; Firth, Torous, Nicholas, Carney, Pratap, et al., 2017; Firth, Torous, Nicholas, Carney, Rosenbaum, et al., 2017). In addition, apps have shown superiority to active control conditions with small effect sizes ($g = 0.19$ for anxiety, $g = 0.22$ for depression; Firth, Torous, Nicholas, Carney, Pratap, et al., 2017; Firth, Torous, Nicholas, Carney, Rosenbaum, et al., 2017). Although meta-analyses have yet to be conducted in other domains, systematic reviews suggest that apps show promising uptake and potential efficacy in treating those with serious mental illnesses (Batra et al., 2017; Berry, Lobban, Emsley, & Bucci, 2016; Firth & Torous, 2015). Taken together, this early evidence suggests that certain apps may provide promising platforms for symptom reduction. However, while there is cause for optimism, we need to remain cautious: as will be described below, many mental health apps available for public download are not based on scientific principles, and their outcomes have not been assessed.

In addition to apps that are grounded in empirical principles demonstrating strong early outcomes, smartphone-based treatments address many of the key barriers to accessing mental health care. In particular, the ubiquitous nature of smartphones, coupled with the scalability of smartphone-based interventions, may help to address the access problem. Unlike the long wait times for traditional in-person care, smartphone-based treatments are available in seconds and consequently can provide treatment immediately as symptoms develop. Moreover, smartphone-based treatments are often designed to be utilized within daily life—as such, they may be less time-consuming and disruptive to engage in, present no transportation or child care issues, and require no time off work. Smartphone-based treatments may also decrease access barriers related to shame, as persons can easily receive treatment delivered in a less clinical or pathologizing format (Garnett et al., 2018). In particular, given that utilizing health and wellness apps has become so commonplace, smartphone-based treatments may feel less stigmatizing than in-person treatments (Kasckow et al., 2014). Furthermore, apps are often available for a considerably lower cost than in-person treatment. Last, although the fidelity of in-person therapy to validated techniques can vary dramatically in outpatient settings (Weisz et al., 2013; Zima et al., 2005), app-based treatments have the potential to deliver standardized care across persons.

**Challenges of Introducing New Technologies in Mental Health Care**

While it is evident that technology offers many opportunities for mental health care, integration of technology into research, assessment, and treatment also introduces challenges of its own. Considering the fast pace with which new technologies are developed and integrated into mental
health care, it is essential that we identify and thoughtfully address these challenges as early as possible. Perhaps the three most central challenges we face to date include (a) issues of low engagement with digital CBT tools, (b) a lack of sufficient evidence for many digital mental health tools, and (c) poor understanding related to security issues for technology-based tools.

**Engagement**

In traditional, face-to-face therapy, we experience challenges of engagement and retention. It is no surprise, therefore, that digital CBT tools such as smartphone-based treatments face even more significant hurdles related to patient engagement—that is, users’ uptake and adherence with a digital tool (Torous, Nicholas, Larsen, Firth, & Christensen, 2018). In fact, many mental health apps and computer-based treatments struggle to keep users engaged at all. For example, out of roughly 150,000 downloads of the well-known app PTSD Coach, only 15.6% of its users had opened the app the week after download, and only 37% ever accessed its primary content (Owen et al., 2015). A second study investigated naturalistic engagement rates with the Intellicare suite of CBT apps during its first year of public availability (Lattie et al., 2016). The modal number of uses for each app was one (mean number of uses ranged by app from 3 to 17; Lattie et al., 2016).

**A Need for Additional Support?**

Low levels of engagement suggest that digital interventions need to incorporate additional features that bring individuals back to the intervention. For example, as users might need to feel accountable to the program and cared for (Newman, Szkodny, Llera, & Przeworski, 2011), experts in the space of digital mental health advise that incorporating mental health clinicians or coaches into technology-delivered treatments is integral to their success (Mohr, Cuypers, & Lehman, 2011; Torous et al., 2018). In fact, several I-CBT and smartphone-based therapies currently involve therapist or coach contact, ranging from very minimal interactions all the way to using an app only as an adjunct to face-to-face therapy. Although the amount of support required for engagement may vary depending on the type of clinical issues being addressed (Newman et al., 2011), it appears that only a small amount of therapist time may be necessary to meaningfully bolster engagement. For example, in our team’s open pilot trial of 12-week smartphone-based CBT for body dysmorphic disorder (BDD; N = 10), attrition rates were 0% and mean number of minutes spent on the app per user was 398 (SD = 310.25; Wilhelm et al., 2019). We hypothesize that strong preliminary engagement rates may be attributed to a combination of an extensive user-centered design process (described below) as well as circumscribed interactions with a clinician. Specifically, the clinician spent an average of approximately 1 hour communicating with each user across the whole 12-week program, via a combination of phone calls and asynchronous in-app messaging (Wilhelm et al., 2019). Importantly, it may not be necessary for human interactions to occur with a licensed clinician—rather, lay coaches with some training may be just as effective for keeping users engaged (Mohr, Tomasino, et al., 2017). Ultimately, however, most published studies of technology-based treatments to date do not include details on the level of human support provided (Hollis et al., 2017), underscoring the importance of further research that specifically seeks to elucidate how much and what kind of human support is necessary to efficiently and effectively enhance engagement.

Beyond using coach or therapist support, there are emerging, cutting-edge approaches to keeping users engaged that seek to mimic or replace the role of the therapist. Replacing some or all of the time required by a trained coach or highly trained clinician likely enhances the scalability and cost-effectiveness of digital interventions. For example, chatbots, or “fully automated conversational agents” use natural language processing to interact with users and deliver support, enhance motivation, or even teach CBT skills, via fluid text conversations (Fitzpatrick, Darcy, & Vierhile, 2017). One example of a chatbot is Woebot, which uses a text platform to engage with users and provide CBT skills. A randomized controlled trial of Woebot (N = 70) showed that depression symptoms reduced more in nonclinical college students who interacted with Woebot compared to students in an information-only control condition, with a medium effect (Fitzpatrick et al., 2017). Moreover, Woebot had high usage rates (it was checked an average of 12 times over 2 weeks) and satisfaction rates (mean = 4.3/5; Fitzpatrick et al., 2017). Substantial additional research is needed to understand whether chatbots may be effective for teaching CBT skills in clinical samples and across psychiatric diagnoses.

Likewise, avatars can be used to enhance digital interventions in a diversity of ways, one of which is to mirror telehealth therapist contact (Rehm et al., 2016). Avatars are “digital self-representations, which enable individuals to interact with each other in computer-based virtual environments” (Rehm et al., 2016). Rehm and colleagues describe...
a study comparing 91 adults’ interactions with an avatar clinician to 140 adults’ interactions with a live (face-to-face) clinician. Results showed that most participants who interacted with the avatar reported feeling comfortable sharing information (Rizzo et al., 2016). However, participants gave higher ratings for rapport and listening skills to the live therapist, compared to the avatar (Rizzo et al., 2016). More work is needed to address barriers that may arise when interacting with avatar clinicians and to understand whether incorporation of avatar therapists into digital tools enhances engagement.

Finally, some digital tools have incorporated peer support platforms, which typically allow for anonymous, moderated interactions with other people who share symptoms or experiences with the user (Torous et al., 2018). A pioneer in the space of peer support is the no-longer-active Panoply (Morris, Schueller, & Picard, 2015). Panoply was a Web-based platform that allowed users to post negative thoughts and receive crowdsourced reappraisal suggestions from others (Morris et al., 2015). Another currently widely used platform is 7 Cups, one feature of which is peer-support chatrooms to connect with others experiencing similar symptoms. By nature, peer-support platforms may be especially useful for destigmatizing mental health issues, compared to other approaches to integrating human support into digital interventions.

Thus, finding ways to ensure that patients do not drop out of treatment and keep using digital interventions such as computer- or phone-based treatments regularly is a challenge. Brief interactions with therapists or even trained bachelor’s-level coaches have been shown to boost engagement. Perhaps even chatbots, avatar therapists, and peer-support platforms could ultimately be combined with other tools, such as computer- or smartphone-based treatments to improve engagement. Research in this area remains at a very early stage and significant work is needed to understand each of these approaches’ potential for enhancing engagement. Moreover, it is not clear whether these approaches will be acceptable or effective across demographic groups or clinical presentations.

**A Need for Stakeholder Engagement and Interdisciplinary Collaboration**

Another key barrier to engagement is the poor usability of many mental health apps (Torous et al., 2018). Usability refers to an app’s ease of use, the extent to which it meets users’ needs, how enjoyable it is to interact with, and the attractiveness of its interface (Torous et al., 2018). By and large, neither mental health researchers nor app developers working in isolation have the necessary expertise to develop a digital service for mental health that is at once easy to use, attractive, fun to use, and relevant to patients. Indeed, mental health apps are commonly described by users as “buggy” and “clunky” (Torous et al., 2018), and often lack the core features that patients desire (Torous et al., 2018). Nicholas, Fogarty, Boydell, and Christensen (2017) conducted a qualitative analysis of 2,173 user reviews of 48 apps for bipolar disorder. Results showed that existing apps often did not meet the needs of users or contain the features that patients valued. In fact, roughly a quarter of reviews contained negative comments, often related to poor usability (Nicholas et al., 2017). To address engagement issues that stem from poor usability, it is imperative that we collaborate from the start with key stakeholders. In particular, digital service development should involve collaboration between patients, clinicians, designers, and engineers, and representatives from health care systems.

**Collaboration With Patients**

In contrast to typically low rates of engagement, when app development involves patient stakeholders from the start, engagement can become quite high. For example, Torous and colleagues (2018) describe a suicide prevention app called iBobbly. Its developers obtained input from patients at each stage of development, from design to implementation, and adherence with the iBobbly app was a remarkable 97% (Torous et al., 2018). In our own work developing a smartphone-based CBT treatment for BDD (Perspectives), we implemented an in-depth, user-centered design protocol (Wilhelm et al., 2019) that included seeking individual input from five patient consultants who had recently undergone face-to-face CBT for BDD. This allowed us to learn about each patient’s personal experience with BDD, CBT, and what they would find most useful (or unhelpful) in a digital service. We also asked that our patient consultants test the app prototype and give feedback on each module over the course of a week and asked them to test and give feedback on a functional beta version of Perspectives over 12 days (see Wilhelm et al., 2019, for a detailed description). We iteratively improved the app across each of these stages based on consultant input. Subsequently, feedback was collected from BDD patients who participated in an open pilot trial, and further changes were made based on this input. As noted above, we hypothesize that obtaining substantial patient input across development and initial testing...
may have contributed to strong engagement rates in
our initial open pilot trial—however, more research
is needed to confirm results from this preliminary
study.

**Multidisciplinary Partnerships Between Clinicians and Industry**

Often, mental health apps are created unilaterally
by industry developers, without involvement from
clinical experts (Schueller, Muñoz, & Mohr, 2013).
Indeed, a review of apps for anxiety and worry
found that 67.3% of apps on the market were
developed without having obtained input from
clinicians (Sucala et al., 2017). Unfortunately,
digital interventions are unlikely to be as potent,
evidence based, or effective in the absence of
substantial involvement from clinical experts.

Likewise, academics and clinicians are bound to
fail in creating fun or attractive apps when working
in isolation (Torous et al., 2018). Clinicians
typically have no training in user-interface design
or in gamifying content—areas where technology
and industry partners bring great benefits. In
particular, gamifying app content, or “using game
design elements in non-game contexts” (Sardi, Idri,
& Fernandez-Aleman, 2017), has garnered attention
for its potential to enhance engagement by
incorporating features like competition and rewards.
However, a 2017 review of gamification in
health-related apps found that only three studies of
mental health apps had utilized gamification (Sardi
et al., 2017). The low number of gamified mental
health apps very likely reflects the paucity of
multidisciplinary collaborations used to create
these apps. Altogether, we are likely to build the
most usable and engaging tools if clinical experts
and industry developers adopt a true, multidisci-
plinary partnership approach (Schueller et al.,
2013).

**Involving Health Care System Stakeholders in Development**

Usability issues also plague the transition from
research to practice (Mohr, Lyon, Lattie, Reddy, &
Schueller, 2017)—that is, even when digital inter-
ventions show strong engagement in efficacy trials,
engagement almost invariably plummets upon real-
world implementation (Mohr, Lyon, et al., 2017).
This can likely be attributed to failing to involve key
health care system stakeholders in the development
process. If we want our apps to be used, we have to
not only involve patients, providers, and technol-
ogy experts but we have to consider how these apps
might ultimately be used and reimbursed (Powell,
Bowman, & Harbin, 2019). For example, a self-
help app downloaded from the app store or offered
as part of an employee assistance program might
need to look quite different from a treatment that
will be reimbursed by a commercial or Medicaid
payer. Different parts of our health care system
have unique and complex regulatory restrictions,
requirements, and processes. Failure to learn what
different stakeholders require or not designing
digital services with their needs in mind will yield
apps that have poor usability in their real-world
contexts. Armontrout, Torous, Cohen, McNiel,
and Binder (2018) describe a smartphone app to
help with recovery from alcohol use disorder (A-
CHESS; Ford et al., 2015). Armontrout et al.
(2018) note that the app had strong clinical
outcomes within an efficacy trial—however, when
it was deployed to real-world clinics, only 3 of 14
clinics continued using the app after 2 years, due to
challenges of integrating it into their unique systems
(Armontrout et al., 2018). This example highlights
the importance of involving health care stake-
holders early in addition to conducting externally
valid research, if we hope for our work to have a
major, disseminable impact (Mohr, Lyon, et al.,
2017).

**Evidence and Security**

In addition to making engaging digital treatments, our
field has a long way to go in terms of gathering
empirical support for new, technology-based treat-
ments. At present, our enthusiasm for digital treat-
ments is outpacing not only their research base but
also our understanding of key issues related to security
and data protection when developing and recom-
mending digital services to patients.

**Lack of Evidence Base**

The large majority of mental health apps available
for public download are neither grounded in
evidence-based principles, nor do they have efficacy
data. Leigh and Flatt (2015) note that 1,536
depression apps were available for download in
2013, whereas only 32 papers about depression
apps had been published at that time. A 2017
review of apps for anxiety and worry likewise
highlights that only 3.8% of available apps
provided efficacy data, and most (63.5%) lacked
information about their theoretical or treatment
approach (Sucala et al., 2017). Moreover, a review
of claims made in app store descriptions of 73 top-
ranking mental health apps also showed that most
(64%) app store descriptions included statements
about the app’s effectiveness for diagnosing or
improving symptoms or self-management of a
mental illness (Larsen et al., 2019). However,
when these descriptions referenced specific treat-
ment approaches, only about half described
methods supported in the literature. Furthermore,
only two descriptions cited research about the app itself to back up effectiveness claims (Larsen et al., 2019). Taken together, despite having strong evidence-based treatments for many mental illnesses, we cannot assume that publicly available digital treatments offer those evidence-based tools. At times, mental health apps may even be unsafe for our patients. Many apps actually contain misinformation about mental illness and its treatments (Neary & Schueller, 2018). This includes occasionally providing dangerous misinformation (Neary & Schueller, 2018). Moreover, only 23% of health apps follow up appropriately when users indicate possible suicide risk (Singh et al., 2016). Therefore, we must not only assume that unvetted publicly available apps may lack an evidence base but also that they have potential to be harmful to our patients. Altogether, there is a clear need for guidance and resources that can help both health care providers and patient consumers decipher which apps offer appropriate, evidence-based tools and which do not.

Poor Understanding Surrounding Issues of Security
At present, the overwhelming majority of mental health apps are not formally regulated (Torous et al., 2018). Despite this, mental health apps frequently collect, transmit, and store users’ sensitive health information. Often, those health data are sold to third parties—likely unbeknownst to the user (Foster & Torous, 2019; Torous et al., 2018; Torous & Roberts, 2017). The fact that mental health apps are handling and sharing users’ health data underscores the importance of establishing appropriate data security and privacy policies and informing users of those policies. However, most mental health apps fail to do this. In fact, only 24% of apps for bipolar disorder (Foster & Torous, 2019; Torous et al., 2018; Torous & Roberts, 2017), 29% of apps for suicide prevention (Torous et al., 2018), 46% of apps for dementia (Rosenfeld, Torous, & Vahia, 2017), and 49% of apps for depression (O’Loughlin, Neary, Adkins, & Schueller, 2019) provide any sort of privacy policy. Apps that do provide privacy policies frequently fail to include relevant information (O’Loughlin et al., 2019; Rosenfeld et al., 2017), present privacy policies at too high a reading level (O’Loughlin et al., 2019), or provide policies only after soliciting information from the user first (O’Loughlin et al., 2019).

Resources and Guidance
Altogether, we have few official requirements for privacy and security of digital mental health services—moreover, there are no formalized standards for how or when clinicians should evaluate an app before referring a patient to use it. It is important to note that reliance on app store “star ratings” is not sufficient, as star ratings do not correlate strongly with an app’s clinical utility (Singh et al., 2016; Torous & Roberts, 2017). Whereas we lack formal standards, excellent resources have been developed over recent years to address emerging evidence, security, and privacy issues. Stoyanov et al. (2015) developed the Mobile App Rating Scale (MARS), now the most widely used approach to app rating. MARS is based on the premise that to properly evaluate an app’s utility, the app must be assessed objectively across multidimensional facets (as noted above, apps should strive to be at once engaging, evidence based, and secure; Neary & Schueller, 2018). PsyberGuide is a non-profit-funded project that evaluates smartphone apps and other digital mental health products. PsyberGuide provides three ratings for each app it evaluates: (a) a transparency rating that reviews the app’s privacy policy with regard to clarity of data collection and storage procedures, (b) a credibility rating, which provides information on the scientific foundation for the app’s content, and (c) a user-experience rating based on MARS, which reviews the app’s user-interface design, accessibility, and level of engagement (PsyberGuide, 2018). Some apps in PsyberGuide also have expert reviews (Neary & Schueller, 2018). To be most effective, PsyberGuide has partnered with other leading organizations, including the Association for Behavioral and Cognitive Therapies (ABCT) and the Anxiety and Depression Association of America (ADAA). Similar to PsyberGuide, the American Psychiatric Association (2018) has put together a framework for how to select and recommend apps. Neary and Schueller (2018) provide a useful summary of these resources.

Recently, privacy regulations have evolved in both the European Union (which issued the General Data Protection Regulation [GDPR]) and the United States (with evolving policies by the Food and Drug Administration [FDA] on mobile medical apps). The FDA has distinguished between three categories of health apps based on the claims of the app and the app’s level of risk. These include (a) apps that are not classified as medical devices (e.g., medical dictionaries and references), and which will therefore have no FDA oversight, (b) apps that may be classified as medical devices but which are determined to be of lower risk, over which the FDA will use enforcement discretion (e.g., an app that provides a diagnosed patient with a “skill of the day”), and (c) apps that are classified as medical...
 devices and which, based on their potential risk to patients, the FDA intends to oversee (e.g., an app that assesses the cancer risk of a skin lesion by analyzing an image; Armontrout et al., 2018; O’Loughlin et al., 2019; U.S. Department of Health and Human Services Food and Drug Administration, 2015). The first smartphone-delivered psychotherapy to be cleared by the FDA is reSET by Pear Therapeutics, a prescription-only digital service that offers CBT for substance use disorders, in conjunction with outpatient therapy (U.S. Food and Drug Administration, 2017). At present, it remains unclear whether increasing FDA oversight of smartphone-based treatments as mobile medical devices will hinder growth and innovation, or whether it will provide useful safety and efficacy regulation.

**Future Directions**

Building from smartphone-based mental health treatments, cutting-edge approaches to using technology within psychology continue to emerge. Newest approaches tend to incorporate machine learning and include the use of wearable or smartphone sensors to enhance assessment and treatment, as well as the integration of multiple technology-based tools into one sophisticated assessment and treatment-delivery platform.

**SENSORS TO ENHANCE ASSESSMENT AND TREATMENT**

Although frequent clinical assessment in the context of mental health care is extremely beneficial for treatment planning, monitoring deterioration, and measuring improvements across treatment, we often fail to assess our patients as frequently as we should. This is unsurprising, as assessments can be burdensome and time-consuming. Our assessment data are also limited by relying primarily on retrospective reports, collected either via clinician interview or self-report. Retrospective reports collapse information across a period of time—days, months, or longer, a process that risks collecting data that are systematically biased by recall, may overlook acute or brief changes in wellbeing, or that omit critical contextual factors. Unfortunately, incomplete and obsolete clinical assessments will undermine optimal treatment planning. To this end, perhaps one of the most promising recent advances is the growing ability to use smartphone sensors and wearables (e.g., smart watches) to collect continuous, passive (i.e., unobtrusive, collected in the background) data from patients, with their consent. For example, social information may be deduced from phone communication logs, mobility patterns (e.g., amount of time spent at home) can be inferred from the Global Positioning System (GPS), and activity and sleep patterns may be detected using accelerometer or screen-use data. Thus, sensor-based assessment presents an opportunity for objective, clinically relevant, time-sensitive, and context-rich data collection that requires no extra effort on the part of our patients.

A review of research that used sensor data to detect depression severity found that studies used 17 unique types of sensor data to infer information about participants’ social interactions, physical activity, location, smartphone use patterns, individual characteristics (e.g., fitness, sleep), environment, and physiology (Rohani et al., 2018). Across studies, certain features, including amount of time spent at home, location entropy, amount of time the screen was active, and duration of sleep, correlated consistently with mood (Rohani et al., 2018), underscoring the potential benefits of supplementing gold-standard clinical assessments with low-burden sensor data.

Sensor-based assessments also have the potential to inform intervention selection. For example, if sensors show that an individual recently stopped leaving the home and started sleeping excessively, a linked intervention app might suggest a depression prevention or a treatment strategy (this could include behavioral activation strategies, such as visiting a friend or going to the gym). Or if a patient had previously improved in therapy, and a few weeks after the end of treatment sensors indicate a consistent decrease in mobility, an intervention app might suggest relevant relapse prevention strategies. Thus, sensor-based assessments hold great promise to help us optimize treatment, as they might ultimately be able to trigger a personalized treatment strategy at the time when it is most beneficial for an individual. However, despite the clear potential for sensor-based assessment and associated intervention strategies, it is important to note that we are in the very early stages of this research. In particular, research on sensor-based assessment suffers from issues of methodological inconsistency (Mohr, Zhang, & Schueller, 2017). For example, across 46 depression studies using passive sensor data, mood was assessed using 19 different methods (Rohani et al., 2018). Moreover, our field is still adapting to using statistical methodologies that can appropriately accommodate big data with intensive longitudinal properties (Barnett, Torous, Staples, Kesshan, & Onnela, 2018). A review of sensor-based assessment research showed that roughly half of studies used inappropriate analytic methods (Saeb, Lonini, Jayaraman, Mohr, & Kording, 2017).
There are also issues that extend beyond our research methods, to the technology itself. First, both our phones and our individual phone usage patterns vary substantially. Differences exist between the two primary operating systems (Android and iOS), as well as between operating system versions and phone manufacturers (Mohr, Zhang, et al., 2017). On top of this, individuals use phones differently from one another. For example, women may be more likely to carry their phone in a purse, whereas men may keep phones in their pockets. Any statistical algorithms we develop that are reliant on nonstable variables may cease to work when those key variables naturally morph over time or across populations (Mohr, Zhang, et al., 2017).

Another hurdle we face related to implementing sensor-based assessment is clinician skepticism (Bourla et al., 2018). In a survey that assessed 515 psychiatrists’ attitudes about new technologies in the field, the majority rated wristband-based sensor data as having only moderate (46.8%) to low (34.9%) acceptability in terms of risk, and perceived this technology to have moderate (58.4%) to low (26.3%) acceptability in terms of utility (Bourla et al., 2018). Thus, as sensor-based assessment becomes more reliable and useful over time, clinician education will be critical in the dissemination and adoption process.

Taken together, there is much reason for enthusiasm in the space of sensor-based assessment and its potential for precision treatment in mental health care. However, as with other cutting-edge technologies reviewed here, our field’s enthusiasm is outpacing our expertise, and while we can remain optimistic we first need to provide a research foundation, prior to widespread clinical deployment.

Comprehensive Mental Health Platform: Putting It All Together
Ultimately, each of the individual technology tools described here will be most powerful if integrated with other relevant health care information. Assessment data can be pooled across traditional clinician and self-report evaluations, one’s electronic medical record, and passive sensor data as well as the “digital exhaust” patients leave on social media. Of course, we should seek patients’ consent prior to collecting and using these data, and their privacy would have to be protected. In this context, this would provide rich, real-time information about a patient.

Using machine learning, we can distill down these big data to suggest personalized treatment packages to patients. Ideally, an assessment algorithm could inform both the optimal type of treatment and level of care needed. In certain cases, an optimized treatment could then be delivered to the individual immediately via technology, such as through a smartphone-based treatment that incorporates a personally tailored level of support (e.g., support via an in-app coach or a peer network). Ongoing sensor-based assessment could enhance treatment, by triggering just-in-time interventions and alerting a clinician in cases of possible clinical deterioration. Of course, this individualized, stepped-care approach also implies that technology-based interventions will not be appropriate for everyone, and there will always be individuals for whom face-to-face interventions will be the most acceptable or appropriate intervention.

This comprehensive assessment and treatment platform is still a vision for the future, where each of its component parts remains at a very early development stage. One of the closest current models of a comprehensive technology-based mental health platform is the Intellicare suite (Mohr, Tomasono, et al., 2017), which involves 13 individual apps that provide single CBT skills or other small interventions (CBITS Intellicare, n.d.). Intellicare also has a “hub” app that, when downloaded, suggests specific Intellicare skills apps to the user. In the future, the Intellicare team seeks to develop an algorithm for the hub app by drawing from multimodal assessments (e.g., usage data, user ratings, self-report assessments), to tailor and optimize its intervention suggestions (Lattie et al., 2016).

In summary, the mental health field currently faces major challenges. We urgently need scalable interventions to address the global mental health crisis, and in particular, we need clinical services that can reach individuals with major treatment access barriers (e.g., rural communities). Moreover, we have to develop treatment tools that not only reduce symptom severity and enhance functioning and quality of life but are also acceptable to patients and clinicians. Technology-based tools such as smartphone apps might provide powerful solutions for assessment, prevention, and treatment. They might ultimately be able to match patients with a high-quality, precisely timed personalized intervention. However, currently there are thousands of apps to choose from and we need to educate our patients and ourselves, to ensure we have the knowledge to select services that are firmly grounded in science, engaging to use, and guided by ethical principles that protect patients’ rights and privacy. As technology-based clinical services can be automated, they might not only enhance the quality and scalability of health care but
could also potentially reduce its cost. Thus, while the mental health challenges we are facing are significant, if we take advantage of recent developments in technology, we might be able to fundamentally change health care.
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