Implementing precision methods in personalizing psychological therapies: Barriers and possible ways forward
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Precision mental health care and other treatment personalization approaches are promising pathways for targeting interventions to specific individuals based on their personal characteristics, thereby having the potential for enhancing client outcomes (Cohen & DeRubeis, 2018). Although evidence from meta-analytic (Nye, Delgadillo, & Barkham, 2023) and empirical studies (e.g., Delgadillo et al., 2022) indicate that results yield gains that can, at best, be described in terms of small effects, such benefits when delivered at scale can have considerable impact at a population level (Barkham, 2023). It is in such a context (i.e., allocating people to the best-fitting treatment), that the current article builds on Gordon Paul’s litany “What treatment, by whom, is most effective for this individual with that specific problem, and under which set of circumstances?” (Paul, 1967, p. 111) by focusing on issues of implementation.

In the context of treatment, the use of the terms ‘precision’ and ‘personalization’ has evolved over time (Tran, Klossner, Crain, & Prasad, 2020). The result has been conflicting interpretations leading to ongoing debate, with definitions of ‘precision medicine’ and ‘personalized medicine’ often being indistinguishable (e.g., Szatmari & Sussner, 2022). However, with the emphasis on the quantitative foundations of this approach, the field has shifted away from “personalization” (Perlis, 2016) toward the term “precision medicine” (Collins & Varmus, 2015). Although it is likely that the terms are used by some people interchangeably or without any strongly held preference for one term over another, we take the view, first, that the terms can be differentiated, and second, that by doing so, clearer accounts of this developing field can be generated, especially in relation to psychological treatments.

Our starting point in the current article is that the term precision indicates the involvement of data and that its use should be reserved for approaches that are algorithmic, quantitative, and empirically derived. The application of precision methods to the field of clinical psychology and psychiatry has led to data-informed and data-driven psychological therapies, in which decision rules for the treatment of the client can be created and implemented at the beginning (i.e., baseline; Cohen, Delgadillo, & DeRubeis, 2021). At the same time, it may also mean that in an ongoing psychological treatment, predictions are made based on dynamic prediction systems (i.e., where the predictions are constantly updated by the collection of new data using repeated measurements; sometimes called just-in-time adaptive interventions). It may also mean that a digital therapy is automatically adapted to a patient’s needs based on data.

By contrast, the term personalized can be considered an umbrella term that describes any effort by the clinician to select, adapt, or adjust treatment to an individual with the goal of improving outcomes, including approaches that originate from and are driven by a holistic and person-centered approach to an individual including, for example, client preferences (e.g., Norcross & Cooper, 2021). It is also consistent with the well-established clinical practice of case formulation, as described by Persons (2008) who has also incorporated the use of progress monitoring (Persons, Koerner, Eidelman, Thomas, & Liu, 2016). In addition, personalized approaches also include treatment guidelines for matching patients to disorder-specific protocols (see section titled “Matching Treatments to Disorders” in Cohen et al., 2021, pp. 678–679 for further discussion) and newer approaches that focus on selecting specific evidence-based practices for particular biopsychosocial processes. An example of the latter approach is process-based therapy (Hayes et al., 2019; Hofmann & Hayes, 2019).

In addition to personalization, other terms are also used in the literature to describe changes to the treatment protocol. The interested reader is referred to the review by Bennett and Shafran (2023). As this article focuses on data-driven (and data-informed) approaches, no further differentiation will be made here. Personalization is thus not a new approach but has always been practiced by clinicians to tailor psychological therapies to individuals. With technological advances, statistical innovations, and scientific developments, precision mental health care is advancing and finding its way into practice in order to inform treatment personalization (Lutz, Deisenhofer, et al., 2022; Schwartz et al., 2021).

So far, approaches based on statistical modeling have been viewed with considerable promise for psychological therapies and have been applied across a variety of contexts and disorders (Chekroud et al., 2021). One key approach has been machine learning, which refers to a class of approaches that connects computer science and statistics, and a field that has developed considerably over recent years. The primary objective of machine learning is to enable computers to make successful automated predictions while learning from past experiences and thus transforming data into actionable knowledge. Cohen et al. (2021) outlined different ways in which precision mental health care approaches can inform treatment including, but not limited to, identifying the optimal level of care (Delgadillo et al., 2022), selecting a particular treatment for patients in a personalized way (Cohen et al., 2022; Moggia, Saxon, Lutz, Hardy, & Barkham, 2023), selecting or ordering particular intervention strategies within a particular treatment for a given client (Fisher et al., 2019; Pearson, Pisner, Meyer, Shumake, & Beever, 2019; Rubel, Fisher, Husen, & Lutz, 2018), and selecting clinicians for specific clients (Constantino, Boswell, Goyne, Swales, & Kraus, 2021; Delgadillo, Rubel, & Barkham, 2020).

The evidence supporting most approaches has been limited, hampered by problems such as insufficient sample size (Lorenzo-Luaces, Peipert, De Jesús Romero, Rutter, & Rodriguez-Quintana, 2021; Luedtke, Sadikova, & Kessler, 2019) and lack of proper external validation (Meehan et al., 2022; Salazar de Pablo et al., 2020). As a result,
implementation in clinical practice has been limited, resulting in a gap between the scientific developments in precision methods and the clinical care received by clients. The existence of a gap is not unique to this specific field, but rather typical of the trajectory from research production to adoption in practice (Greenhalgh, 2008; Robert, Greenhalgh, MacFarlane, & Peacock, 2010). Accordingly, implementation science has the potential to enable us to better understand the barriers and facilitators to future uptake of precision methods in the clinical practice of psychological treatments. Relevant bodies of literature pertain to proposed translational frameworks (e.g., Chambers, Feero, & Khoury, 2016; Chanfreau-Coffinier et al., 2019; Ward & Ginsburg, 2017), as well as challenges (Kamal, 2015; van Royen, Moons, Geersing, & van Smeden, 2022), and successful implementations identified in domains beyond those of psychological treatments (e.g., An & Vodovozov, 2021; Hamilton, Rath, Flangger, & Hochmair, 2019; Williams, Feero, Leonard, & Coleman, 2017).

Notwithstanding the limitations mentioned earlier, there has been a recent emergence of evidence supporting the effectiveness of treatment grounded in precision methods (Cohen et al., 2021). A current systematic review and meta-analysis by Nye et al. (2023) identified 17 prospective randomized clinical trials of data-informed/data-driven treatments and found superior outcomes for treatments personalized through precision methods relative to control conditions (6 studies, N = 426) and to standardized treatment (9 studies, N = 5134). In one study (N = 951), algorithm-based treatment recommendations of low-versus high-intensity psychological treatments led to a higher rate of reliable and clinically significant improvement (52.3% vs 45.1%) compared to allocation-as-usual (Delgadillo et al., 2022). Another study found evidence that patients treated with their optimal treatment strategy (problem-solving, motivation-oriented, or mix of both strategies) experienced better outcomes than those treated with a non-optimal strategy (Lutz, Deisenhofer, et al., 2022). In another prospective trial (not included in Nye and colleagues’ review), Constantino et al. (2021) found that matching patients to therapists based on therapists’ empirically derived strengths in treating specific patient problems led to improved outcomes, relative to a control condition (case assignment as usual). These example studies reveal the growing potential of precision treatment strategies for mental health. The successful implementation of precision methods is vital for translating this potential into practical applications.

The present article aims to [1] summarize evidence for and challenges with implementing existing precision methods; [2] provide a roadmap to help researchers advance the science of personalization; and [3] support clinicians to integrate this growing field of research into psychological practice.

1. The implementing precision methods framework

In order to convey the various components involved in the implementation process, we propose an organizing and conceptual framework – the Implementing Precision Methods (IPM) Framework – with a focus on those components that are especially relevant to psychological treatments. The model is based on translational frameworks from implementation science, as well as challenges and successful implementations identified in domains beyond psychological treatments (e.g., An & Vodovozov, 2021; Chambers et al., 2016; Chanfreau-Coffinier et al., 2019; Ward & Ginsburg, 2017). The framework’s components are organized into four domains, which we outline below (see Fig. 1), to guide the multifaceted endeavor of implementation and the structure of the article.

Adopting Fig. 1 as a roadmap and guide for the current article, we start at the left focusing on the core of the implementation process, namely with the clinical and practical applications (the first domain), which require the consent and cooperation of clients and clinicians. In precision mental health care, these practicalities can quickly interface with technical aspects (the second domain) such as the software and hardware used and how it needs to be selected with user-friendliness in mind. Moving beyond the specific technical components, the third domain that plays a role in the implementation process comprises the statistics and analytical procedures used in precision mental health care. The robustness of algorithms plays a central role, as does the question of how algorithms can be repeatedly updated in everyday clinical practice in this crucial area. The outer-most domain includes contextual factors (the fourth domain) that must be considered, such as legal barriers, funding, societal pressures, clinical policies/guidelines, and the setting in which implementation will occur. In the following sections, the obstacles and opportunities related to each of these domains are examined in greater detail.

2. Domain: clinical and practical applications

Clinicians and clients, the two main stakeholders, are central to the implementation of data-driven treatment. Any form of implementation is likely to fail if these two groups of people are not willing participants. For this reason, the two groups of people will be examined separately, and possible difficulties discussed.

2.1. Clients’ needs and burdens

A barrier at the center of implementation of precision mental health care relates to clients’ concerns, which may prevent the concrete application of tools that could improve their outcomes (Greenhalgh et al., 2017). Approaches that are considered more personalized to the individual needs of patients and clients tend to have greater value ratings (Patel et al., 2020). As such, it would be a mistake not to include clients’ needs in the development process. For this reason, in this section we focus on the client, with their needs and possible concerns, and address the aspects that require consideration during implementation.

A key consideration for the successful adoption of data-informed treatment recommendations is whether a client is willing and able to provide necessary data to use it in clinical practice (i.e., provide the input needed to generate a prediction for decision support tools). This relates to the topic of measurement burden that refers to the perceived or actual effort, time, and resources required from individuals to collect, report, or participate in data collection processes. To date, client data primarily comprises information obtained from health care encounters. For example, self- and other-report data, obtained via questionnaires or clinical interviews, are key sources of information in routine care that can be highly informative. While for most clients this type of data provision is straightforward and may provide useful insights for practicing clinicians, some clients may not understand certain instructions or questions due to language barriers or cognitive impairments, and others may simply be too ill for lengthy assessments. Moreover, in child mental health services, multi-informant data (e.g., data provided by the child as well as the parents or teachers) are often considered crucial for making treatment decisions, but acquiring this kind of data can be challenging for some children (Achenbach, McConaughy, & Howell, 1987; De Los Reyes et al., 2015).

Measurement burden increases when repeated outcome measurements over the course of treatment are needed to give feedback in addition to data required prior to the intervention to match a client to the treatment (Lambert, 2011; Lutz, Schwartz, & Delgadillo, 2022). For example, if an algorithm based on data is to indicate the need for treatment augmentation or for an adaptation of the therapeutic approach in the case that early response is insufficient (Lutz et al., 2017), a session-by-session or even more intensive data sampling scheme would likely be required. This would also be necessary to directly recommend a particular treatment technique or module specific
to each session. Obviously, when repeated measurement (for example, intensive longitudinal data from ecological momentary assessment) requires active input from clients (or others, like clinicians or clients’ families), the obstacles discussed above (language barriers or cognitive impairments and the like) are multiplied (Box, Snippe, Bruggeman, Wichers, & van der Krieke, 2019; Shiffman & Stone, 2008). At the same time, evidence suggests that, over time, people become accustomed to the procedures involved in measurement-based care and feedback, and the burden becomes routine (De Jong, Delgadillo, & Barkham, 2023).

Novel approaches like computerized adaptive testing (CAT) – in which relatively few individual items are needed to arrive at a reliable summary assessment of the client – can help address the issue of measurement burden (Gershon, Rothrock, Hanrahan, Bass, & Cell, 2010). In addition, recent advances in Large Language Models (LLMs) like ChatGPT (van Dis, Bollen, Zuidema, van Rooij, & Bockting, 2023) could facilitate passive quantification of relevant data like symptoms and therapy processes from session transcripts. However, so far, these models solely offer the most probable answer or even generate content in the absence of data, a fact not immediately evident to the user. The overarching question remains whether comprehensive safety measures can indeed be established for clinical application, ensuring that symptoms and treatment processes are not merely fabricated or generated by chance. Additionally, as digital technologies and data become an increasing part of everyday life, there are ample data (in addition to self-reported data) that could be used to inform treatment decisions while reducing measurement burden. All sorts of passively collected data (e.g., social media posts, physiological measurements, etc.) can nowadays be assessed rather easily, for example, via mobile phones or wearables. However, digital data may be quite sensitive and ethical concerns may arise (see Context Domain for more details). A key question here is: Are clients willing to share this type of data and allow it to be transmitted, processed, and stored for the purpose of improving their treatment?

Although the issue of data privacy in the context of data-driven decision-support tools in psychiatry and psychology has been surprisingly under-researched in the past, fortunately there have been an increasing number of studies addressing this issue in recent years. For example, studies explored clients’ preferences regarding their involvement in data collection and investigated their willingness to share data to facilitate the development of such algorithms (Seltzer et al., 2019). Other studies suggest that clients are open to sharing their personal health data, particularly if those data are used to improve care (Grande, Mitra, Shah, Wan, & Asch, 2013) rather than for-profit research (De Freitas, Silva, Leão Teles, Maia, & Amorim, 2020) or commercial organizations (Aggarwal, Farag, Martin, Ashrafian, & Darzi, 2021). These findings clearly indicate that most clients are willing to share some aspects of their data, particularly when they could be used to enhance their care. However, not all digital data appear to be equally likely to be shared, as some may be perceived to be more sensitive than others.

It should be emphasized that there are many good reasons why clients may not want to provide their data, even if it could enhance care. For instance, there may be strong concerns about privacy of sensitive information, particularly given the number of high-profile data breaches that have occurred with numerous consumer organizations. In line with this perspective, clients and their families value anonymity and may be worried about misuse of their personal data. For instance, previous genetic-based studies have reported the misuse of private data by third parties as a barrier, particularly if the data were available to employers or insurance companies (Baldwin et al., 2022; Wilde, Meiser, Mitchell, & Schofield, 2010). Clients who identify with a minority status may also be concerned that the predictive algorithm may not be suitable for them or may discriminate against them. These concerns are justified as most existing samples are not representative of diverse populations and Artificial Intelligence (AI) applications can perpetuate biases from historical clinical labels. It is important to acknowledge that bias correction methods exist, but it is still unknown how they might improve the acceptability of precision healthcare in diverse populations (for more details, see Statistics Domain: Generalizability).

In sum, the ability and willingness to share data should both be important considerations for the development and implementation of treatment matching algorithms, as algorithms will fail if they rely on data that many clients are unable or unwilling to provide. Besides this, clients’ concerns about loss of agency due to precision treatment algorithms should be addressed through shared decision-making or the
The implementation of recommendations generated by precision methods will occur in the context of real-world clinical practice, which is carried out by clinicians. A key barrier to implementing precision mental health relates to both the overt and covert skepticism felt by many clinicians regarding digital systems and the information they yield (Obermeyer & Weinstein, 2019; Soyster, Song, & Fisher, 2022).

At a basic level, any new routine, whether digital or non-digital, needs to demonstrate to clinicians, who are hard-pressed for time, that the benefits outweigh the investment required for adoption (Baldwin et al., 2022). Despite the large body of research that has arisen in the decades since Meehl’s (1954) seminal work reporting actuarial methods to be more reliable than clinician judgements, many clinicians are still hesitant or reluctant to adopt data-informed clinical practice. For example, despite measurement-based care being one of the few interventions that has been shown to improve clinical outcomes for psychotherapists (De Jong et al., 2021), a recent study found that only 14% of clinicians used standardized symptom progress measures at least monthly (Jensen-Doss et al., 2018). This may be due, in part, to the problem that data are frequently perceived as either irrelevant or, at worst, as a means of criticizing their clinical work and judgment. A combination of policy-driven interventions (Zhu et al., 2021) and other clinician behavior change strategies (Perkins et al., 2007) will likely be needed (see Context Domain: Societal, Financial and Contextual factors). One way to engage clinicians is to evidence the gains for their practice with those clients who are either most challenging or, in their view, most likely to fail to make the gains in therapy that they might be expected to make. Additionally, any such system needs to be perceived by clinicians as augmenting their clinical judgment. Thus, the main challenge is to find ways to create recommendations that enhance the quality of data-informed clinical decisions without undermining a clinician’s expertise or agency. One way of doing this could be to present information from precision treatment rules through a probability and uncertainty framing (e.g., statistical confidence intervals). Furthermore, the information generated by precision algorithms must also be actionable for the provider delivering care; for example, a recommendation that requires a drastic change in a clinician’s practice (e.g., learning a new clinical approach) is unlikely to be adopted.

For all the foregoing reasons, it would seem essential to co-design precision method tools with the involvement of clinicians from the beginning of any project in order to satisfy the key objective of ensuring that any yield will be more readily valued by clinicians as having clear gains over existing practices. In short, the roll-out of precision methods needs to be aligned with the needs of clinicians and not driven solely by the speed of innovation itself. Involving (scientist-) practitioners as stakeholders in the process of defining, co-designing, and testing prototypes of a developed tool, followed by refinement and evaluation, will increase the likelihood of successful implementation and benefits for clinicians who are more inclined to adopt such systems in their routine practice (Oliveira, Zancul, & Fleury, 2021).

2.3. Training clinicians to use data-driven algorithms

In a systematic review on barriers and facilitators of real-world implementation of precision psychiatry, clinician training emerged as a crucial factor, with poor perceived competence in precision methods among staff and insufficient availability of competence and skills training being identified (Baldwin et al., 2022). Given that the utilization of precision methods in mental health care is still in its infancy, most clinicians lack training in various aspects such as interpreting recommendations provided by algorithms and integrating them into clinical decision-making. In this context, a recent study is causing concern by revealing that healthcare professionals exhibit poor proficiency in statistics, frequently coupled with unwarranted self-assurance, even when their responses are incorrect (Likhifli, Lejeune, Rouault, Khamassi, & Rohaut, 2023). Therefore, it is essential for clinical training programs to expand and incorporate training on the application of data-informed therapies (Lutz, Deisenhofer, et al., 2022).

It should be noted that different levels of training are required depending on what type of recommendation is made by a system. For example, clear-cut recommendations on what to do with a particular client can be distinguished from those that provide less direct information (e.g., client-specific treatment response trajectories). The more room for interpretation of the data, the more training is necessary to be able to make use of the provided information. Therefore, from a straightforward and time efficient perspective, clear and unambiguous recommendations designed to improve clinical judgment make the most sense (e.g., if the client reports a drop in the alliance greater than X points on measure Y, implement rupture repair procedures ABC). However, research on data-informed treatments is currently far from being able to provide specific recommendations with certainty; providing clinicians with more comprehensive statistical training in concepts relevant to statistical prediction and psychometric feedback (e.g., on measurement error and confidence intervals) will help them to better integrate the interpretation of data into their own clinical knowledge and experience.

Besides increasing clinicians’ skills in using data and interpreting algorithm-based feedback, a sound methodological training could also help change therapists’ attitudes towards data-informed psychological therapy and their self-efficacy in using such methods. A recent randomized controlled trial on feedback in outpatient psychological therapy identified therapists’ attitudes towards feedback and their confidence in using it as relevant predictors of treatment outcome, and the therapist-rated usefulness of the feedback as a moderator of the feedback effect (Lutz, Deisenhofer, et al., 2022). Feedback yielded improved outcomes compared to the control condition without feedback, when therapists rated it as useful. Therefore, training could increase therapists’ willingness and readiness to include data into their decision-making by enabling them to be more confident in using such methods.

To develop the required specialist therapeutic skills, it is helpful to provide hands-on training (and re-training) with practical examples within the specific system used. In addition, to increase clinicians’ receptivity to this type of information, it is helpful to highlight the biases introduced by clinical judgment that can be minimized by statistical models (e.g., Aegisdottir et al., 2006; Magnavita & Lilienfeld, 2016; Meehl, 1954; Walfish, McAlister, O’Donnell, & Lambert, 2012). Nevertheless, statistical models can also result in inaccurate predictions due to several factors (e.g., data quality, training sample generalizability) and clinicians need to be aware of the associated implications for the level of certainty with which statistical predictions can be made, especially in regard to minority groups (see domain legal and ethical for more details). In summary, both clinical judgment and statistical predictions may be inaccurate in individual cases. Since it is a process based on probabilities rather than certainties, a reflective professional approach is essential. Furthermore, the rationale of the data-informed approach should be trained comprehensively so that data indicating a lack of treatment progress is not misinterpreted as a criticism of the clinician or their competency, but instead is viewed by clinicians as providing valuable information that can be used to improve outcomes.

Depending on the available financial resources, some kind of...
research assistant or service evaluator could enhance the training effect by supporting therapists in using data to inform clinical practice. Especially in government-funded services, such an individual could ensure that data-informed methods are fully implemented. Since structural or environmental interventions are often more effective than behavioral interventions, a central monitoring and support entity might be even more effective than just training therapists and appealing to reason. For example, the outpatient clinic at the University of Trier introduced a feedback session to which trainees are invited whenever one of their patients deviates from an expected treatment course. Clinicians are required to participate in these supervision sessions multiple times during their training. During these sessions, the observed patient course, data-based predictions, and recommendations are discussed collaboratively. The focus is on reflecting how to understand the data and how to translate data into practical actions.

Finally, clinical trainees should be taught to adjust and calibrate their clinical judgment, by integrating information from actuarial data and clients’ preferences in order to render a coherent and shared treatment decision that is acceptable to the client. This challenge is one of the biggest obstacles for clinical training, since minimal research has been conducted on how to integrate these factors and situations in which these perspectives diverge are of pivotal importance for clinical decision making. Considering the limited research on this topic, we encourage supervisors to make clinicians aware of these gaps and discuss difficult clinical decisions together. More research is needed to enable the design of empirically based training programs in which clinicians can learn the necessary skills to manage these complex tasks.

3. Domain: technical aspects

Technical obstacles may impede the implementation of data-informed psychological treatments, such as outdated technological infrastructure or a complex and cumbersome user interface. The following section highlights technical aspects including necessary information on software and hardware as well as considerations regarding the usability of systems.

3.1. Software and hardware

A key component within the technical domain comprises both software and hardware used, as well as associated issues of affordability. In the following, we report prerequisites that should be present in a clinic or practice that wants to apply precision mental health care methods. First, a reliable and secure network infrastructure is needed to support data storage and processing for machine learning models (Lutz, 2022). This can include both on-premise servers and cloud-based solutions, depending on the size and scale of the models and the clinic/practice. Second, the necessary hardware (e.g., electronic tablets) and software (e.g., mental health software applications) resources must be available to collect and analyse the data automatically (Gordenko et al., 2021).

In addition to technical equipment, the organizational implementation of continuous high-quality and relevant electronic client data collection is highly relevant (Ohno-Machado, 2018). A distinction can be made between data collected during therapy sessions and that which can be collected outside of sessions. For routine data collection during treatment sessions, various hardware devices such as electronic tablets or computers with WiFi connection are available and should be selected depending on the use case and context. For example, tablets are suitable when clients are asked to fill out questionnaires in the waiting room, so that the time in the therapy session can be used efficiently. The relevant data collected may include baseline client characteristics, treatment progress, and other important information. Software applications such as Research Electronic Data Capture (REDCap) can enable mental health data collection and offer automated analysis to facilitate its use in everyday clinical practice (Van Bulck, Wampers, & Moons, 2022). Simple systems can provide total scores and severity categories of depression and anxiety. This information can be used for tracking changes in symptom severity and treatment trajectories over time that provide feedback both to clinicians and clients.

In addition to collecting data at the point of care, some clinics may also use offline portals (electronic health record software e.g., Epic) or online recommender systems (e.g., REDCap) to gather information from clients outside of their treatment sessions. These data may include both active and passive data, collected through a variety of digital means, such as smartphones, tablets, or personal computers. One common method of gathering active out-of-session data is using apps or web portals that are connected to a server. These tools can be useful in facilitating longitudinal data collection of ecological momentary assessments from clients including self-report information as symptom severity ratings or other psychometric data (Hamer & Wichers, 2017), as well as objective cognitive assessments (e.g., TestMyBrain, Germine et al., 2012; Lee et al., 2023). In addition to active data collection, these tools may also be used to gather passive data on granular and objective treatment engagement, such as the tools and pages viewed during a digital therapy session (Enrique, Palacios, Ryan, & Richards, 2019). This may be particularly useful for clinicians to identify therapeutic ingredients of successful treatment for further personalization (Cohen, Barnes-Horwitz, Forbes, & Craske, 2023). Methods for gathering passive data can extend to smartphone and wearable sensors that can continuously and automatically capture clients’ behaviors, movements, and physiology in daily life (e.g., social contact via SMS, calls, conversations detected via microphone, social media app use, geolocation; Heinz, Price, Song, Bhattacharya, & Jacobson, 2023; Jacobson & Chung, 2020; Ren et al., 2022).

Lastly, for transferring scientific findings from predictive models into clinical practice, the client data can be integrated into clinical decision support systems (CDSS; Lutz, Schwartz, & Delgadillo, 2022; Schaffrath, Weinmann-Lutz, & Lutz, 2022). These software systems are embedded with clinical data and scientific knowledge that can be used to assist healthcare providers and individual clinicians in making treatment decisions. Specifically, CDSSs can provide valuable insights and data-informed recommendations that can help clinicians to diagnose and personalize treatment plans for improving client outcomes. Henshall et al. (2017) tested the feasibility of a CDSS on focus groups of clinicians, clients, and caregivers, and found such a tool to be useful for facilitating clinical decision support as well as promoting clinician-client collaboration and client-centered care (Henshall et al., 2017). One example of a comprehensive treatment selection and tracking system, which is also augmented by tools from e-mental health, is the Trier Treatment Navigator (TTN; Lutz, Rubel, Schwartz, Schilling, & Deisenhofer, 2019). This software system includes a data-informed individualized treatment recommendation at the beginning as well as adjustments based on continuous outcome assessments during treatment (Schaffrath et al., 2022). It has been prospectively evaluated and an open-source option for direct use in clinical practice is planned.

By providing information in a timely and easily accessible manner, CDSSs can help to save clinicians’ time and improve the precision of clinical judgment. Despite these positive aspects, the cost and affordability of these tools and systems is an important consideration for users. One of the main challenges with implementing machine learning in clinics is the need for specialized hardware and software. These tools can be expensive to purchase and maintain and may require specialized training to use effectively (see clinical training above). Additionally, the cost of collecting and storing the data used by machine learning
algorithms can be significant, particularly if these data need to be gathered from many clients. Most clinicians are unlikely to themselves have the combination of resources, capacity, and expertise needed to gather their own data and develop their own precision treatment models. Users may need to carefully evaluate the available possibilities, consider different hardware and software options, and choose the most cost-effective tools and systems. Additionally, it may be necessary to prioritize the data that are collected, focusing on information that is most relevant and valuable for informing treatment decisions (Rost, Binder, & Brückl, 2022). The costs incurred can be seen as a further obstacle, so financing and funding is another important aspect that needs to be considered during implementation (see Domain Societal, Financial, and Contextual Factors). The complexity of these considerations highlights the importance of team-based approaches, wherein different specialists (e.g., clinical-scientists, statisticians, technologists, clinicians) come together to develop and implement precision treatment approaches, thus facilitating the transfer from science to practice.

3.2. Usability

Usability considerations can vary based on who the user is (e.g., clinicians or clients). In clinical contexts, primary users interact with these interventions directly, secondary users interact with interventions occasionally or through an intermediary, and tertiary users are indirectly impacted by the intervention (e.g., clients’ families) or make choices related to their adoption or deployment (e.g., leadership, administrators).

Although usability is a concept that has traditionally been applied to technologies, recent work has started to apply this concept to psycho-social interventions or innovations (Lyon et al., 2021; Munson et al., 2022). Self-report measures like the System Usability Scale (Bangor, Kortum, & Miller, 2008), which has been widely used for technologies, and the Intervention Usability Scale (Lyon et al., 2021), which is adapted for complex psychosocial interventions, can be used to assess perceived usability (i.e., whether the user thinks the intervention is able or fit to be used). Much can also be learned through direct observation methods like cognitive walkthroughs or “think aloud” methods in which the user interacts with the technology for a specific purpose.

A significant barrier to the broad introduction of support systems into clinical practice, to date, has been low acceptance by clinicians. In a study by Bright et al. (2012), clinicians reported several usability related challenges that had led to low adoption, such as efficiency, helpfulness, content of information displayed, user interface, and operational workflows. Furthermore, one of the first studies to prospectively evaluate a clinical decision support system found that clinicians who were randomized to receive treatment strategy recommendations did not follow the recommendation more often than clinicians of a control group who were not provided with a recommendation (Lutz, de Jong, Rubel, Delgadillo, & Castonguay, 2021). The authors surmised that the figures, effect sizes, and brief descriptions of the recommendations may not have been clear and concrete enough to guide the translation of strategies into therapeutic procedures. These results suggest that there is much room for improvement in facilitating clinicians’ implementation of precision therapy recommendations. There is a need to explore how to optimize the presentation of these recommendations so as to increase their usability.

4. Domain: statistics

Most precision mental health care approaches support clinicians in their decision-making through recommendations derived from predictive algorithms. An algorithm refers to a formal set of steps for converting a set of well-defined inputs into an output. For instance, in precision mental health care, a treatment matching algorithm typically refers to specific and explicit steps (usually carried out by a computer) that converts well-specified inputs (e.g., predictive features like patient demographics or clinical factors) into a recommendation that an individual should receive one treatment instead of another (e.g., cognitive therapy vs. antidepressant medication; DeRubeis et al., 2014). Even informal treatment matching can feel algorithmic. For example, when clinicians make intuitive judgments that a client would do better in one type of treatment than another, they translate their client’s perceived characteristics into a treatment decision. If you look ‘under the hood’ of most precision treatment algorithms, you will find recommendations that rely on predictive modeling, such as a set of statistical predictions about how an individual would be expected to respond to two or more treatments. Such models are typically trained on one set of data and then validated on distinct test data. “Training” a model often involves generating “parameter weights” that describe the associations between predictive features and outcomes of interest, thus allowing the model to convert client characteristics into treatment predictions.

When implementing precision treatment approaches, a clinician should have confidence in key features of the algorithms on which they rely, such as the reliability of the predictions and the transferability of the models from the dataset in which they were developed to the context in which they will be used. A thorough and successful evaluation of a prediction algorithm is fundamental before one can begin to encourage its use in clinical practice. In what follows, we will explore the key statistical/methodological questions on the road to real-world clinical impact, including: (1) Is it possible to develop a model that predicts the outcome of interest?; (2) Will updating be necessary to account for model drift (decrease in model performance over time due to changes, e.g., population shift)?; (3) Will a model generalize to different contexts (populations/settings)?; and (4) Will a precision treatment system based on the statistical model demonstrate clinical utility when prospectively compared against the current standard-of-care?

4.1. Model evaluation

For any precision treatment algorithm to be considered for use in real-world settings, the model’s performance (e.g., accuracy) must be evaluated and determined to be good enough to be helpful (e.g., Ethimiu et al., 2023; Kapelner et al., 2021). For example, if our method is trying to predict depression scores after treatment, the mistakes it makes in these predictions need to be small enough to still be useful for clinical decision-making (Buckmann et al., 2023; Webb et al., 2020). When predicting a binary outcome (e.g., yes/no: such as whether a client’s symptoms have improved by the end of therapy), two key metrics are: (1) calibration, which examines how closely the model’s predicted likelihood matches the actual outcomes (Buckman et al., 2023; Van Calster, McLernon, van Smeden, Wynants, & Steyerberg, 2019), and (2) discrimination, which assesses the model’s ability to differentiate between clients who experienced improvement and those who did not (Steyerberg & Vergouwe, 2014). Unlike simpler models that just predict what will happen to a client after treatment, models that try to predict how effective the treatment will be (like how much a client might benefit from treatment relative to no treatment) should be checked for whether they predict these benefits, which is a challenging and active area of research (Kent et al., 2020).

Even though these checks can be used to see how accurate a model is using the data with which it was developed, we need to see how well it generalizes to statistically independent data (i.e., model validation) and

---

2 Throughout this paper, we interchangeably use "algorithm" and "model" for simplicity, although they hold nuanced differences. An algorithm presents a defined set of rules to solve a specific problem, while a model represents underlying patterns. In our context, a ‘predictive algorithm’ generates insights based on a model’s learned patterns (i.e., outputs), outputs which in isolation may not directly yield treatment recommendations. Such recommendations could require additional steps, like comparing predictions to select the optimal outcome or suggesting heightened care based on preset criteria.
there are several ways to achieve this task. First, we have what are called “internal” testing methods such as bootstrapping or k-fold cross-validation (where, for example, the model is developed using 90% of data and tested on the other 10% repeatedly, i.e., a 10-fold cross-validation). These are often used to show that the approach that is being used can predict results based on data from clients the model hasn’t seen before (Steyerberg & Harrell, 2016). As long as there is complete independence between the training and test data (and assuming the performance in the test data is not used to adjust the training procedures), the results from these internal testing methods should indicate how well the model would work on new data from the same group of people. However, the results of, for example, 10-fold internal cross-validation come from 10 distinct models, each of which might have picked different factors to consider or given different importance to those chosen factors. Thus, this method does not end up with a single “validated model”. Another problem is that researchers often try to optimize their model using these internal tests (for example, by picking the best predicting model from a group of options), which breaks the independence of training and testing data and can result in overfitting. Another option is a train-test split validation, in which, some of the data are kept completely separate while the model is being developed, and the set-aside data are only used to test the model once the model development is completely finished. A drawback of this method is that it is insufficient, as it reduces the available data for model development, as well as for testing, increasing uncertainty about model performance (Steyerberg & Harrell, 2016).

However, using just one set of data to create and test a model can make the model too tailored to that specific data (i.e., overfit) and make it harder for the model to apply to different data sets (Steyerberg & Harrell, 2016). If there are no differences between the group where the predictive model will be used and the group whose data were used to create the model (e.g., if a model was created using data from a large clinic network and then used in the same network), there could be confidence in how well the model is expected to perform. Unfortunately, many real-world implementations will be more complex, involving the use of the model in different situations (e.g., in a different clinic, country, or group of people), or because of situations like changes in the population over time or changes in how care is provided in clinics.

4.2. Model drift

Even models that have been adequately evaluated can lose their validity over time (Van Calster, Steyerberg, Wynnants, & van Smeden, 2023). This phenomenon is dubbed model drift and refers to the decline of the prediction model’s performance because of changes in the real-world environments over time, including shifts relating to the impact of, for example, client characteristics, care pathways, and major world events (Davis, Greevy, Walsh, & Matheny, 2020). This can result in predictive models making systematically inaccurate decisions, posing a significant risk for the implementation of these models in routine care. Data in precision mental health are lacking because so few models have been adopted in practice, but evidence from other areas of medicine suggest that drift is a significant threat to model performance and the responsible use of algorithms in healthcare settings (Castro et al., 2022; Davis, Lasko, Chen, Siew, & Matheny, 2017).

While there is, as yet, no unified terminology, the literature often distinguishes between covariate shift, prior probability shift, and concept shift (Moreno-Torres, Reader, Alaliz-Rodríguez, Chawla, & Herrera, 2012). All three refer to changes in the features used to train a model; the first to changes in the distributions of predictors, the second to changes in the distribution of the (categorical) outcome, and the third to changes in the association between predictors and the outcome (e.g., due to a changing context). In the case of an algorithm recommending first-line treatments for depression, for example, a model might include as predictors: time spent at home, the type of treatment received, and age. The distribution of each variable can change systematically for many reasons. There might be rapid changes in the external world (e.g., a global change in time spent at home due to the COVID-19 pandemic) which alter the way therapy is provided. New treatments could become available, modifying which treatments clinicians provide. Alternatively, there could be changes that arise because key characteristics of the sample change over time (e.g., populations using the algorithm might become systematically older).

Another phenomenon is called label drift and refers to changes in the distribution of the outcome variable. In the example of precision mental health care for depression, the outcome is primarily the acute phase response or remission. If depression scores rise on average, then the calibration of the model and its evaluation metric (e.g., sensitivity and specificity) will be altered, even though the association between individual predictors and outcome may stay constant. Like all the forms of drift described above, changes in the label can be rapid, slow, or can even occur cyclically – for example, the rise and fall of depressive symptoms with the seasons (Rosenthal et al., 1984).

To keep models accurate, drift needs to be monitored. The population stability index (PSI) is a metric that quantifies how much the distribution of variables has changed between two samples (Yurdakul & Naranjo, 2020). A general convention is that values less than 0.10 mean a “little change”, those between 0.10 and 0.25 mean a “moderate change”, and those above 0.25 mean a “significant change, action required”. PSI has the advantage that it can be used to identify risk of drift using readily available data that could prompt targeted and resource intensive retraining of models in production. Where possible though, continuous, and repeated evaluation of the model performance is the gold standard and may be critical to the continued efficacy of algorithmic decision tools. As new cases are added, meaningful deterioration in the model performance should, ideally, be detected in near real time by monitoring a range of model performance metrics.

Once model drift has been identified, one solution is re-training the model; for example, the re-estimation of some or all regression coefficients and the addition of more predictors. Another option is to recalibrate the model, for example by updating the model intercept. There is, unfortunately, no one-size-fits-all solution to this option as it depends on the type of model, the size, and temporal characteristics of training and test sets. What seems clear is that identifying the source of drift can assist in determining the best course of action and data-driven tools are emerging to inform model maintenance (Davis et al., 2020). In all cases, real-time monitoring is desirable but practically challenging. As mental health algorithms transition to clinical settings, a fuller integration of research in healthcare systems will be necessary. This includes gathering new data routinely as part of the clinical implementation, and carrying out ongoing research designed to improve and maintain models in tandem.

4.3. Generalizability of algorithms

To address another clinically relevant question (e.g., will a given prediction-algorithm work in a different context), external validation, also called a test of generalizability, is needed (Collins, Reitsma, Altman, & Moons, 2015; Ramspeck, Jager, Dekker, Zoccali, & van Diepen, 2021). Tests of generalizability demonstrate that the algorithm is able to provide accurate and valuable predictions in a set of new clients in different services or geographic regions in which the algorithm was not initially developed (Hustie, Tilbhurni, & Friedman, 2009).

If the algorithm is not transportable from one sample to another, or one research paradigm to another, then the algorithm’s usefulness is limited to the sample and paradigm in which it was generated. This is especially problematic given that the vast majority of research on precision treatment algorithms (and the datasets with which they were developed) has been conducted in wealthy countries, within academic specialist clinics, and in samples that are lacking in diversity. These algorithms are unlikely to generalize to global health contexts (e.g., the global south) and/or to primary care (especially relevant for depression
and other common mental health problems). In the meantime, methods for correcting distortions are available that can mitigate but not eliminate these effects (Dang et al., 2022). These methods underscore the importance of fairness analysis in model selection and transparent reporting about the impact of debiasing interventions. The topic of minorities and social inequalities is further discussed in the legal and ethics domain.

Thus, careful consideration is needed when determining the relevant characteristics and identifying the optimal external sample in which to assess generalizability. When choosing the external sample, a balance is needed between dissimilarity (to test for generalizability to new and different data) and similarity of the two datasets (to facilitate generalizability). For example, for algorithms developed using a sample from a specific controlled trial this might be a dataset from another unrelated controlled trial (e.g., similar intervention or client group), or a large naturalistic sample in which the relevant interventions were available (Kessler & Luedtke, 2021). Ideally, the validation sample matches the clinical target population in which the model is intended to be used as closely as possible. Researchers also need to consider the appropriate sample size for validation; methods are available for its determination (Archer et al., 2021; Riley et al., 2021). The use of large e-clinical healthcare records for algorithm development is an area of increasing interest, and provides opportunities to validate algorithms in client subgroups, but also poses issues such as data quality and systematically missing predictors across routine healthcare datasets (Riley et al., 2016).

4.4. Clinical utility

Even if all the relevant evaluations of a predictive model’s statistical performance determine it to be accurate and robust, this does not guarantee its clinical utility: that is, whether the use of a precision treatment algorithm based on the model will improve clinical practice or client outcomes, relative to a relevant standard of care (e.g., allocation-as-usual, clinical judgment). Evidence of benefit to clinical practice should be evaluated through controlled trials, randomizing clinicians, clients, and services to active use of the prediction model vs. its absence (Delgadillo et al., 2022; Lutz, Deisenhofer, et al., 2022; Weisz et al., 2012).

5. Domain: context

The final domain describes the challenges that can arise within a particular setting when the service policies, culture, and available resources are not well-suited to the adoption of data-informed therapies. For example, within a health system, certain service policies, the imposition of a high caseload, or high administrative times that clinicians must meet may hinder the effective use of data-informed treatments. For this reason, it is crucial to consider contextual factors in implementation, as they provide the framework for application. First, social as well as financial barriers will be highlighted followed by an exploration of legal and ethical considerations. Finally, attention will be paid to the context of application, arguing that it makes a difference whether implementation is planned in the context of a trial or in a real-world context.

5.1. Societal, financial, and contextual factors

Of all the areas that impact implementation, context, which includes financial and societal aspects, is probably the most difficult to address. This is because it is the furthest removed from the direct influences of a single action by an individual. Thus, societal, financial, and contextual factors must be considered at all stages of designing and implementing data-informed treatments in mental health. This relates to the development of algorithms to further the implementation and usability through technological tools. In addition, successful implementation is complex, as it requires the participation of various groups of professionals and stakeholders: researchers (e.g., quantitative psychologists, statisticians, data analysts), technologists (e.g., software developers, data security experts), policy makers, funders, administrators, clinicians, and patients. This section is intended to provide an overview of the multiple facets within this domain.

Before implementing precision mental health care methods, it is important to address and align around potential conceptual and pragmatic mismatches between different stakeholders. For example, facilities with different clinicians offering different approaches (e.g., cognitive behavioral therapy by clinician A and psychodynamic therapy by clinician B) can benefit from treatment selection approaches, where the algorithm’s recommendation guides the assignment of clients to specific clinicians based on the recommended approach. However, this approach may not be practical for an individual clinician working in a practice setting and trained in one specific approach. This example illustrates that the respective precision methods must be specifically selected according to the clinical context.

One strategy is to use the development phase of the software and algorithms as an opportunity to collect data on key factors to be able to react to them at an early stage. Clinicians and clients, for example, may prioritize ease of use and meaningful outcomes, such as quality of life. Insurance companies may find it more important to focus on the diagnostic status of a client and consider the associated cost of care. Researchers may seek ever-increasing amounts of data and concentrate on researching change mechanisms that other stakeholders may not prioritize. Service providers and administrators may emphasize performance management and want lean systems to deliver the most cost-efficient service to clients, while politicians and lawyers primarily focus on the legal framework, which is significant for the development and implementation of data-informed psychological therapies. Furthermore, if insurance companies or government health systems will not authorize or pay for assessments required for decision-making, the reach of precision methods is likely to be limited. Additionally, policies related to reimbursement for treatments that are not recommended through a precision method need to be clarified to address potential concerns about provider and client autonomy in decision making.

To maximize effectiveness and accuracy of precision mental health care approaches, the clinical use of these systems must also be an integral part of clinicians’ competence, training, and practice (see domain clinical training above). Importantly, treatment selection and adaptation may involve collaboration between multiple health professionals, so coordination and alignment of care is essential, and training and implementation strategies may need to target providers in multiple roles. Most importantly, in addition to the belief that data-driven treatments improve client outcomes, clinicians need time to conduct the necessary data collection and incorporate the results into treatment. For clients too, there is the question of whether the extra effort involved in filling out questionnaires or other tasks is worthwhile. Therefore, it is important that decisions are made at the health policy level that assign important roles to precision mental health care and then promote its implementation through (financial) support and reinforcement.

This leads to the topic of funding, where the question of who will finance the development, testing, and maintenance of such software systems arises. Depending on the country and region, funding opportunities such as grants or competitive funds from the public or private sector may be available. For instance, in the European Union, the programs Horizon Europe and EU4Health 2021–2027 offer specific calls and actions to fund projects in mental health and precision methods, emphasizing technological innovations (European Commission, 2023). In summary, although initial funding approaches for the development of software systems are available in some countries, additional funding will be needed to support the scalable implementation and continued use of these approaches in clinical practice.
5.2. Legal and ethical

Implementation of precision mental health care methods in routine clinical practice requires careful consideration of legal and ethical implications and considerations. Federal laws that address clients’ rights and protections relevant to data-informed treatment include the Common Rule, HIPAA Privacy and Security Rules, Certificates of Confidentiality, Genetic Information Nondiscrimination Act (GINA), and a network of inconsistent and sometimes contradictory laws across differing national states or geographical regions. These laws contain requirements for informed consent, data protection, record creation and retention, and mechanisms for enforcement against data misuse (Hammack, Brelsford, & Beskow, 2019). To further complicate matters, existing frameworks also do not readily map to precision methods like algorithmic outputs or digital phenotyping (Martinez-Martin, Insel, Dagum, Greely, & Cho, 2018). Review of regulation updates that both reflect and impact technological advances will be necessary to maintain a viable degree of synchronicity between the law and clinical practice (Vollmer et al., 2020). In addition, the potential success of precision research and the practice supported by that research depends on public confidence in the research enterprise and resulting clinical practices. As the technological revolution in AI unfolds, the increasing reports of its misuse in social media may affect the standing of precision methods. As no legal, regulatory, technical, or other protective frameworks can ever be entirely sufficient, it is incumbent on researchers, institutional review boards, legislators and policymakers, and other stakeholders to earn and maintain the trust of clients and the public by demonstrably attending to these issues in a transparent manner (Hammack et al., 2019).

The use of clinical prediction models carries additional ethical challenges including issues of privacy, cybersecurity, confidentiality, and device dependability (Fusar-Poli et al., 2022). These issues arise most obviously in the context of partnerships with organizations that exist outside the direct control of healthcare system regulatory frameworks, which may include data and technology vendors, pharmaceutical companies, and medical device manufacturers (Aboujauade, 2019). Misappropriation or inadequate controls on the release of confidential data or of algorithms using publicly available data, such as social media posts, can have deleterious effects on client lives, including bullying, increased insurance premiums, and adverse action by employers because of discovered medical or psychiatric illness (Chancellor, Birnbaum, Caine, Silenzio, & De Choudhury, 2019; Thapa & Camtepe, 2021). Such risks highlight the importance of both informed consent, and attentiveness to the preservation of privacy, especially in cases where data is collected without consent because such collection is exempt from informed consent requirements or oversight from an institutional review board (e.g., routinely collected individual data; Vollmer et al., 2020).

A broader social justice challenge is the potential for precision approaches to exacerbate social inequities. Precision psychiatry models are only as good as the data on which they are trained, and ever-growing research suggests that training datasets can be unrepresentative and biased (e.g., Gichoya, McCoy, Celi, & Ghaseemi, 2021; Obermeyer, Powers, Vogeli, & Mullainathan, 2019). This is particularly problematic considering the technological-halo effect (Fusar-Poli et al., 2022), as there may be a tendency to assume algorithm outputs are not impacted by human biases. Precision models based on prejudicial datasets run the risk of furthering inequities, perhaps through biased allocation of minimized individuals to treatment modalities without any grounded clinical rationale (e.g., medications vs. psychotherapy) or by furthering precise interventions only for a small subset of individuals. Therefore, there is a tremendous need to increase sampling diversity to help address selection biases, improve the generalizability of precision models, and identify issues with future implementation. This work needs to be guided by a clear ethical framework to identify and resolve concerns at the relevant stages of the design to implementation process, and existing frameworks need to be refined and promoted for this purpose (Fusar-Poli et al., 2022). Precision models developed based on inclusive datasets and used thoughtfully can address inequities (e.g., Pierson, Cutler, Leskovec, Mullainathan, & Obermeyer, 2021).

5.3. Trial or real-world setting

Finally, considerations can differ when implementation is planned in the context of a study - as in a randomized-controlled trial with high internal validity – versus in a real-world context with high external validity. In real world settings where there are multiple modes of treatment available or even clinicians with different trainings (e.g., as in the NHS Talking Therapies program from England; Clark, 2018), the selection of treatment isn’t necessarily about the individual clinician but goes well beyond and may involve collaboration between a number of health professionals too (e.g., a GP providing medication and a clinician providing some form of psychological therapy - or, in the case of the English program mentioned above, the nationwide NHS), which is also important for settings where there are few/no specialist/medically trained clinicians. Except for use in a trial, this kind of treatment selection might only be suitable for institutions where practitioners offering different approaches are employed and available (as discussed above). In contrast, real-world treatment strategy/technique selection is more appropriate for everyday use, as clinicians are offered an empirically-based recommendation for a strategy that is part of their treatment package. In addition to the use of the TN trial reported earlier, an example is provided by Webb and colleagues (Webb et al., 2022) who showed how precision predictions can be built to decide which skill domain would be most therapeutically beneficial for a given client.

One challenge in implementing precision mental health care is that many clients are treated in small clinical practices where the collection of sufficient data for certain types of precision methods is not possible (e.g., predictive algorithms that involve comparison to a “nearest neighbour”; Lutz et al., 2019). Hence, there is a potential risk that promising precision mental health care approaches could be confined to larger treatment centers and may not be widely disseminated. One potential solution is coordinated outcome data collection, for example as started in the German ‘KODAP’ initiative, a cooperation between university outpatient psychological therapy clinics that includes outcome data harmonization to facilitate coordinated research (Margraf et al., 2021). Via such an initiative, in return for contributing anonymized harmonized treatment data, smaller clinics or practices could benefit from larger data collection. For example, the trajectories of change of their own clients could be compared to others in clinics serving similar demographics, and their clients can also participate in larger trials to gain advantages from the evaluation of novel precision methods.

A possible alternative is to establish a direct connection between research and practice. One effective approach to merging implementation with ongoing evaluation and improvement of precision mental health care techniques would be to utilize adaptive platform trials (Angus et al., 2019) implemented within routine care delivery. For example, the ‘leapfrog’ trial design has been proposed (Blackwell et al., 2019) and recently demonstrated (Blackwell et al., 2022) as a method to consolidate what would normally be a long-drawn-out treatment development process into a single trial infrastructure and thus facilitate more efficient psychological treatment development. Such a trial requires far fewer participants than standard trial designs due to the use of sequential Bayesian analyses to rapidly identify and discard ineffective treatments. Further, new arms can be added into an ongoing trial, enabling responsivity to new research developments as they emerge from ongoing early-phase work, facilitating a close link between basic science and clinical implementation. Finally, the leapfrog design

3 Koordination der Datenerhebung und -auswertung an Forschungs-, Lehr- und Ausbildungsambulanzen für Psychotherapie (KODAP).
includes a mechanism for replacing the control condition over time, via another treatment arm hitting a superiority criterion, meaning that once started a leapfrog trial provides a framework for continuous treatment development. Hence, the design provides a method for ongoing testing and implementation of treatment precision methods integrated into routine treatment delivery. We cannot assume that the relative efficacy of any one treatment precision method will generalize across settings or over time, and hence continued evaluation during implementation is important so that decision making is based on ‘live’ as opposed to increasingly historical evidence (Blackwell & Heidenreich, 2021).

6. Discussion

The last decade has seen considerable progress in facilitating our scientific and clinical understanding of precision methods in personalizing psychological therapies, and in developing and rolling out tools for early treatment recommendations and dynamic prediction systems to support ongoing treatments. This paper has presented a comprehensive exploration of implementation within the novel conceptual IPM framework, while Table 1 provides a concise summary of the key domain-specific practical guidelines that also provides an informative overview. If readers are seeking an accessible gateway into the realms of precision methods that they can initiate without engaging in many of the complexities described in this article, then the combination of progress monitoring and session feedback is a credible candidate. These procedures have been documented in academic articles (e.g., see Barkham, De Jong, Delgadillo, & Lutz, 2023), a text specifically written for practitioners (see De Jong et al., 2023), and a series of podcasts. Such procedures can act as a starting point whereby practitioners can utilize data to modify and adjust individual therapy practice and thereby enhance the overall quality of their outcomes.

When considering the field as a whole, one potential barrier we wish to highlight is that precision methods developed in the isolation of “the academic ivory tower” could risk leaving clinicians with the impression that precision methods are overly technical and too far removed from everyday practical work. Thus, researchers need to improve their communication to the public (and not just academic journals) as well as the extent to which they integrate clinicians and other stakeholders throughout the scientific process. User-centered design strategies will be key, such as involving both patients and clinicians in a process of codesign when developing precision tools (Dopp, Parisi, Munson, & Lyon, 2020). The field also needs to prioritize education and, as is usually the case, invest in the training process to capture a new generation of clinicians who understand precision methods as part of their professional concept.

Additionally, the reality is that precision methods may not yield benefits for all clients (Kaiser et al., 2022). Guidance as to when to override such algorithms in practice needs to be considered so as not to
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Table 1
Summary of domain-specific practical suggestions within the Implementing Precision Methods (IPM) framework.

<table>
<thead>
<tr>
<th>Domain and Practical Applications</th>
<th>Subdomain</th>
<th>Practical Suggestions derived from the manuscript</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical and Practical Applications</td>
<td>Clients’ Needs and Burdens</td>
<td>• Providing clients with information regarding the rationale is vital to establish common ground</td>
</tr>
<tr>
<td></td>
<td>Clinicians’ Concerns and Skepticism</td>
<td>• Balancing the collection of a large amount of data on the one hand with more accurate predictions and patient burden on the other</td>
</tr>
<tr>
<td></td>
<td>Training Clinicians to Use Data-Driven Algorithms</td>
<td>• Taking into account shared decision-making and the deliberate inclusion of client preferences during the process of algorithm development</td>
</tr>
<tr>
<td></td>
<td>Technical Aspects</td>
<td>• Precision methods (PMs) need to show their value to time-constrained clinicians</td>
</tr>
<tr>
<td></td>
<td>Software and Hardware</td>
<td>• Data-driven recommendations should enhance clinical decisions without undermining clinician expertise</td>
</tr>
<tr>
<td></td>
<td>Usability</td>
<td>• Engaging clinician representatives and scientist-practitioners as key stakeholders in the co-design and development of PMs</td>
</tr>
<tr>
<td></td>
<td>Statistics</td>
<td>• Expanding clinical training programs to include data-informed therapies</td>
</tr>
<tr>
<td></td>
<td>Model Evaluation</td>
<td>• Providing clinicians with more comprehensive statistical training in concepts relevant to statistical prediction and psychometric feedback</td>
</tr>
<tr>
<td></td>
<td>Model Drift</td>
<td>• Emphasize the importance of a reflective professional approach due to the inherent inaccuracies of both clinical judgment and statistical predictions in individual cases</td>
</tr>
<tr>
<td></td>
<td>Generalizability of Algorithms</td>
<td>• Need for specialized hardware and software as well as secure network infrastructure to support data storage</td>
</tr>
<tr>
<td></td>
<td>Clinical Utility</td>
<td>• Focusing on information that is most relevant and valuable for informing treatment decisions to reduce data storage costs</td>
</tr>
<tr>
<td></td>
<td>Societal, Financial, and Contextual Factors</td>
<td>• Recognizing the significance of efficiency, helpfulness, information display, user interface, and recommendation clarity</td>
</tr>
<tr>
<td></td>
<td>Legal and Ethical</td>
<td>• Inclusion of primary, secondary, and tertiary users as those who influence acceptance and use</td>
</tr>
<tr>
<td></td>
<td>Trial or Real-World Setting</td>
<td>• Aiming for predictive model errors small enough that the models are still useful for clinical decision making</td>
</tr>
</tbody>
</table>

---

4 https://www.youtube.com/playlist?list=PLwS02k8xHd2HwzeRkAno5O212U0BM30yG.
give free license to circumnavigate empirically-based decisions. In practical settings, procedures need to be pragmatic and clear. In terms of such guidance, inclusion in clinical guidelines would be a major step forward, but it is probably too early for this to be a realistic option. Ultimately, however, if precision methods are to become mainstream, then new standards for evidence of effectiveness will have to be developed, as has been done for other interventions.

In terms of the practical development of precision treatment systems and the statistical models on which they are based, two possible pathways exist. One option would be to build numerous local, independent precision treatment systems that are specifically tailored to the problems on site. Another possibility would be to develop large independent systems that can be applied everywhere, but which may not cover every need. In terms of broad application, the latter could be an option at the outset. Nevertheless, an alternative perspective is to consider smaller local systems that are integrated within larger ones, as exemplified by the German KODAP initiative mentioned previously. The possibility of direct involvement by local clinicians (e.g., in co-design) that smaller models could allow might increase clinicians’ willingness to engage with precision systems. However, this approach poses its own set of significant challenges, particularly with regard to privacy concerns. Ultimately, developing precision treatment systems that can accommodate the diverse needs of stakeholders while maintaining client privacy will be crucial to ensuring successful healthcare interventions.

After the development of precision treatment systems, organizations will need to consider how to manage routine updates and technical upkeep, and identify which individuals or entities will undertake this responsibility. Issues described in the statistics domain (e.g., model drift) suggest an iterative process to keep the models up-to-date and enable them to improve. The consequence is that there will be further costs that will have to be borne and will limit widespread/open access to these precision methods. However, if they are adopted by companies that charge money for their use, precision systems might become impractical for many service providers due to capital costs or a lack of ongoing technical expertise to support such systems. Accordingly, there need to be discussions as to how to ensure that the requirements of such systems do not become a barrier and generate a two-tier system of care provision.

7. Conclusion

In conclusion, precision mental health methods have the potential to revolutionize the field of clinical psychology by allowing for data-informed and data-driven psychological therapies that have the capability to improve client outcomes. While the research literature on precision methods continues to grow, their application in clinical practice is limited. It is crucial to address the barriers related to dissemination and implementation to ensure that precision methods can benefit clients in real-world clinical settings. This article highlights the importance of considering various factors, including clinical and practical aspects, technical considerations, statistical methods, and contextual frameworks, to facilitate the implementation of precision psychological therapies in mental health contexts. The scope of this article, in combination with the IPM framework with the various domains presented, makes clear how complex the topic of implementation is. Nonetheless, we want to encourage users to push forward with implementation and advocate for pragmatic approaches.
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