Applying ensemble machine learning models to predict individual response to a digitally delivered worry postponement intervention
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ABSTRACT

Objective: Generalized anxiety disorder (GAD) is a prevalent mental health disorder that often goes untreated. A core aspect of GAD is worry, which is associated with negative health outcomes, accentuating a need for simple treatments for worry. The present study leveraged pretreatment individual differences to predict personalized treatment response to a digital intervention.

Methods: Linear mixed-effect models were used to model changes in daytime and nighttime worry duration and frequency for 163 participants who completed a six-day worry postponement intervention. Ensemble-based machine learning regression and classification models were implemented to predict changes in worry across the intervention. Model feature importance was derived using SHapley Additive exPlanation (SHAP).

Results: Moderate predictive performance was obtained for predicting changes in daytime worry duration ($r^2 = 0.221$, AUC = 0.77) and nighttime worry frequency ($r^2 = 0.164$, AUC = 0.72), while poor predictive performance was obtained for nighttime worry duration and daytime worry frequency. Baseline levels of worry and subjective health complaints were most important in driving model predictions.

Limitations: A complete-case analysis was leveraged to analyze the present data, which was collected from participants that were Dutch and majority female.

Conclusions: This study suggests that treatment response to a digital intervention for GAD can be accurately predicted using baseline characteristics. Particularly, this worry postponement intervention may be most beneficial for individuals with high baseline worry but fewer subjective health complaints. The present findings highlight the complexities of and need for further research into daily worry dynamics and the personalizable utility of digital interventions.

1. Introduction

Generalized anxiety disorder (GAD) is characterized by chronic, persistent, and excessive worry (Stein and Sareen, 2015) experienced over an extended period of time (e.g., at least six months; Ruscio et al., 2017). Being one of the most common anxiety disorders, GAD has a lifetime prevalence of nearly 8% in the US (Ruscio et al., 2017). In particular, women have a higher likelihood of experiencing GAD (Grenier et al., 2019; Haller et al., 2014), with estimates suggesting that women have twice the lifetime prevalence of men (Merikangas et al., 2010). Furthermore, the occurrence of GAD progressively increases throughout adolescence, with roughly 25% of lifetime cases beginning before age 20 (Tiirikainen et al., 2019). A large contributing factor to the high lifetime prevalence is that patients with GAD often do not seek clinical treatment until many years after the onset of their symptoms (Stein and Sareen, 2015; Thompson et al., 2008). This hesitance to seek treatment poses a major health concern, as the development of GAD increases the likelihood of subsequently developing a comorbid disorder (Jacobson and Newman, 2017), with estimates suggesting that over 80% of people with GAD proceed to develop a comorbid disorder (Ruscio et al., 2017). Given worsened health outcomes and the risk of heightened resistance to treatment resulting from comorbidity (Coplan et al., 2019),

* Corresponding author at: Center for Technology and Behavioral Health, Geisel School of Medicine, Dartmouth College, 46 Centerra Parkway, Suite 300, Lebanon, NH 03766, United States.
E-mail address: joseph.a.gyorda.22@dartmouth.edu (J.A. Gyorda).

https://doi.org/10.1016/j.jad.2022.09.112
Received 9 March 2022; Received in revised form 2 September 2022; Accepted 20 September 2022
Available online 24 September 2022
0165-0327/© 2022 Elsevier B.V. All rights reserved.
The hallmark feature of GAD is pathological worry (Olatunji et al., 2010). Worry is often defined as a repetitive chain of negative thoughts and images that may be uncontrollable and are typically attributed to future events (Querstret and Crolepy, 2013). People with high amounts of worry may experience negative health outcomes (Goodwin et al., 2017) and have a restricted working memory capacity when they worry, leading to difficulties redirecting their attention away from worrying thoughts (Hayes et al., 2008). This attention bias to threatening stimuli likely leads to and maintains more severe anxiety symptoms as well as perpetuates worrisome thoughts in many of these individuals (Goodwin et al., 2017; Olatunji et al., 2010). Repetitive negative, stress-related thoughts (e.g., worrying) are associated with myriad somatic health outcomes, such as increased blood pressure and heart rate, decreased antibody production, and changes in health behaviors including sleep, diet, and substance consumption (Brosschot and van der Doef, 2006; McCarrick et al., 2021). In督促 and prolonged worry therefore potentiates negative mental and physiological health outcomes.

Given the prevalence of worry and GAD more broadly, along with the austerity of health outcomes for high-worrying individuals, it is imperative that research be done to efficacious, easily accessible treatments for worry. Unfortunately, many of the current evidence based treatments, such as cognitive behavioral therapy (Querstret and Crolepy, 2013) and acceptance and commitment therapy (McCarrick et al., 2021) require interaction with a trained health care provider (Paxling et al., 2011). This is problematic because there is at most only one psychologist or psychiatrist for every 3800+ people in the US (Ru et al., 2021). Adding to the burden on individual providers, research also suggests that the population of mental health care professionals is both aging and declining (Butryn et al., 2017). These statistics emphasize the utility of personalizable interventions that can be delivered via a technological medium (i.e., smartphone, computer, tablet). Examples of such treatments include mindfulness (Delgado et al., 2010), psychological detachment (McCarrick et al., 2021), and worry postponement interventions (Brosschot and van der Doef, 2006; Versluis et al., 2016), all of which can be performed on one’s own without a mental health professional. Furthermore, remote interventions of this type are beneficial to those unable or unwilling to attend clinical facilities, an important consideration in light of the COVID-19 pandemic (Hirsch et al., 2021).

The present study specifically examines the personalized efficacy of a worry postponement intervention method. In particular, Versluis et al. (2016) implemented a randomized controlled trial in which participants received online instruction to log their worry over a six-day period. Members of the experimental group received additional instruction to complete a worry postponement intervention, whereas members of the control group simply logged their worry. The original analysis concluded, among other things, that while worry duration and frequency during the day and night for the participants in the study originally published by Versluis et al. (2016) and identifying what factors may have predisposed participants to a successful outcome. The significance of this endeavor lies in whether the intervention outcomes can be successfully predicted, as this will triage appropriate levels of care for individuals (i.e., suggesting individuals who are likely to benefit from a digital intervention of this type engage in the digital intervention, while referring individuals who are less likely to benefit to in-person care). Taken all together, the present study attempts to address the following questions:

(1) For those who completed the Internet-administered worry postponement intervention, how accurately can the changes in both daily/nightly worry duration and frequency be predicted using data collected prior to intervention administration?
(2) What individual patient characteristics available at baseline are most helpful in predicting the intervention’s efficacy in ameliorating worry?

2. Methods

2.1. Participants

The present study leverages data from a worry postponement intervention implemented by Versluis et al. (2016), who conducted a non-stratified, randomized, parallel-group trial from 2005 to 2012. The Institutional Review Board at Leiden University granted approval for this study (Versluis et al., 2016). All participants were Dutch and were recruited via advertisements in electronic and print publications. Advertisements directed prospective participants to a website explaining that participants would log the daily amount of worry they experienced for six days. The website also asked that anyone who registered for the study complete the whole study, which included completing questionnaires and logging worry duration and frequency over six days. In total, 1035 people registered on the study's website. The only exclusion criteria was that participants were required to be 18 years of age or older, leaving 996 people eligible for the study (Versluis et al., 2016).

2.2. Measures

Three health measures were utilized by the original study to assess participant wellbeing at baseline and once the study was completed. One health measure was the Penn State Worry Questionnaire (PSWQ), which contains 16 items assessing worry measured on a 1–5 Likert scale; thus, scores from 16 to 39 indicate low worry, 40–59 indicate moderate worry, and 60–80 indicate high worry (Meyer et al., 1990). Another health measure administered was the Subjective Health Complaints (SHC) inventory, which had items assessing the severity (1–5 scale) and frequency (within the past three days) of 29 somatic and psychological complaints (Eriksen et al., 1999). The third health measure administered was the Positive and Negative Affect Schedule (PANAS), a 20-item assessment with 10 questions (1–5 scale) assessing positive affect and 10 questions (1–5 scale) assessing negative affect (Crawford and Henry, 2004; Watson et al., 1988).

2.3. Intervention protocol

Once registered, participants were randomly assigned to either a control (N = 498) or experimental group (N = 498). In both cases, participants were then instructed to complete a demographic questionnaire (e.g., age, gender, education, sleep, substance consumption), along with the three aforementioned health measures. A large number of participants in both the control group (N = 246; 49.4 %) and the experimental group (N = 262; 52.6 %) dropped out of the study during the baseline assessments. It is unknown why these individuals dropped out of the study; however, high dropout rates are common in Internet-administered interventions extended to entire communities.
(Christensen et al., 2009). With this in consideration and given that the intervention had not yet begun, there is no reason to believe that the dropout rates had an impact on study outcomes.

Following baseline completion, the remaining participants were instructed to log, at the end of each day and each morning, their estimated number of worry episodes and duration of these episodes. Participants in the experimental group received additional instruction to set a special 30-minute period at the end of each day devoted to worrying (Versluis et al., 2016). The main idea was that if the participants realized they were worrying, then they should actively try to postpone their worry to this pre-defined 30-minute block of time at the end of the day. All participants were instructed to log their worry for six days. Of the 252 participants in the control group and 236 participants in the experimental group that completed baseline assessments, 60 (23.8%) and 67 (28.4%) participants, respectively, dropped out of the study partway through the six-day period (Versluis et al., 2016). These participants discontinued the study for unclear reasons, but no worsening of symptoms among these dropouts was noted by the original authors (Versluis et al., 2016). Once the intervention was finished, participants completed the same three health measures from baseline (PSWQ, SHC, PANAS) in addition to two questions assessing sleep quality and a question assessing the participant’s ability to record their worry. Subjects in the intervention group were also asked how well they felt they postponed their worry. The final population of participants that completed the study was 361 (84.8% female, M_age = 36.36; Versluis et al., 2016).

2.4. Data preprocessing

Participant data and a corresponding codebook were obtained from publicly available data published by the original investigators (Versluis et al., 2016). All data were read into Python version 3.8.5 and pre-processed for analysis using the pandas (Reback et al., 2021) and NumPy (Harris et al., 2020) packages. Given that the present goal is predicting individual treatment response, the data was filtered to only include participants from the intervention group. Following this exclusion, 169 participants were eligible for analysis. The authors of the original study elected to exclude participants in each group based on a few criteria that removed participants who recorded worry values that exceeded plausible limits for daily or nightly worry. Two participants were excluded due to extreme daily worry (e.g., >14 hours); two participants were excluded due to extreme nightly worry (e.g., >6 hours); and six participants were excluded due to having worry frequency implausibly greater than worry duration (e.g., one participant registered 240 worry episodes and only 30 minutes of duration; Versluis et al., 2016). The same exclusion criteria were utilized for the current analysis; no participants were excluded on the basis of any other health concerns. The remaining individuals (N = 163, 82.8% female, M_age = 35.94) were both part of the intervention group and had plausible worry data and thus represented the final data for analysis. This sample size is similar to other studies leveraging machine learning in the mental health domain (Cho et al., 2019). Descriptive statistics for age, gender, and individual questionnaire results for worry, health complaints, affect, reporting worry, and postponing worry were compiled for the final sample.

The present study leveraged only the information available at baseline for each of the 163 participants, meaning that any data collected after the intervention was excluded from analysis. This baseline data included demographic information and results from the three health measures (PSWQ, SHC, PANAS). In addition to reporting this baseline information, Versluis et al. (2016) recorded other metrics for each of the original 1035 registered participants. These variables included participant ID, whether a participant was included in the study, why the participant was excluded (if applicable), participant condition, whether the intervention was finished, date of last contact with the study (either through completion or dropping out), and at what point in the study the participant dropped out (if applicable). Given that the present study only considers participants in the experimental group who completed the intervention, these variables were all excluded from the present predictive analyses.

Using the available baseline data, additional features were engineered such that they provided unique information intuitively related to the worry outcomes of interest (see Outcome calculation subsection below) with the overarching goal of increasing downstream model performance as well as model interpretability (Lekkas et al., 2021b). Some features examined the interactions of general background information: for instance, the interactions of sleep duration and sleep quality, as well as alcohol and cigarette consumption, were both considered. Along with this, dummy coded variables for the year and season during which each participant completed the intervention were created. Furthermore, other engineered features combined the results of the baseline questionnaires. Many features were created using related specific items within a given questionnaire, since these items addressed specific health concerns such that taking an interaction of related items may distinguish participants more clearly. For instance, one feature was created as the interaction of two PANAS questionnaire items assessing guilt and shame. Other features examined between-survey interactions, including one feature examining the interaction between the overall scores of the PSWQ and SHC questionnaires. Individual questionnaire items, in addition to summative scores, have been leveraged in prior machine learning analyses (Gonzalez, 2021) and were included as predictors in this analysis as they address specific symptom-level information, thus improving downstream model interpretability. All new features were appended to the baseline data frame. The resulting number of features (157) was high relative to the sample size (N = 163); however, empirical evidence suggests that the optimal feature size is N-1 for uncorrelated features (Hua et al., 2005). The features in the present study exhibit little correlation (median = 0.13 after taking absolute value); therefore, the sample size was deemed sufficient to support the number of predictors included.

2.5. Outcome calculation

The overarching goal of the present study is to predict participant response to the worry postponement intervention. Although the original study examined the effects of the intervention on the scores of three health measures, these questionnaires are less able to capture the within- and between-day variability in worry than worry duration and frequency (Verkuijl et al., 2021). Along with this, the original study measured worry on a daily basis, as opposed to the PSWQ and other questionnaires, which were measured only at baseline and following study completion; evidence suggests that repeated measures may be a better outcome measure for soft data (e.g., self-report affect/worry; Kraemer and Thiemann, 1989). Furthermore, uncontrollable and prolonged worry about a number of topics is the central defining feature of generalized anxiety disorder and thus is principally relevant as a primary outcome of the present analyses. Each participant recorded the duration and frequency of their worry episodes during both the day and night over the six-day intervention period. Hence, the four outcomes of interest were changes in daytime worry duration, nighttime worry duration, daytime worry frequency, and nighttime worry frequency. Given the temporal nature of the intervention, the present data has a multilevel structure, where observations across the six days are nested within each individual. Because an intervention may vary in efficacy from one individual to another, and considering the risk for harm from undergoing an unnecessary intervention (Suresh et al., 2017), it is important to account for individual effects and correlations when modeling the responses to the present intervention. Thus, in line with another machine learning study with nested longitudinal data (Zilcha-Mano et al., 2018), as well as a work suggesting random slopes may be better outcome measures for soft, repeated measure data (Kraemer and Thiemann, 1989), a mixed-effects model framework was implemented to model the four outcomes of interest, where trends in worry outcomes
can vary across participants over time. All preprocessed data saved as a CSV file was read into R version 4.0.3 and prepared for linear modeling. The lme4 package (Bates et al., 2015) was used to implement four linear mixed-effects models with identical predictors, where daytime worry duration, nighttime worry duration, daytime worry frequency, and nighttime worry frequency were the four response variables. Time was included as both a fixed effect and a random effect in all models. To generate the four outcomes of interest, the slope of the random effects of time for each participant was extracted from each mixed model. In sum, changes in worry duration and frequency at day and night for each participant were modeled with a random slope of time generated from a linear mixed model. These four outcomes were appended to the preprocessed data frame, which was then read back into Python for use in subsequent machine learning modeling. The distributions of the four outcomes were plotted using the matplotlib (Hunter, 2007) and seaborn (Waskom, 2021) Python libraries and are shown in Fig. 1 below. Furthermore, four more outcomes were created by binarizing each of the four continuous outcomes obtained from the mixed models to frame the present task as a classification problem. Binarization was performed by coding negative random slopes (e.g., improvement in worry) as 1 and non-negative random slopes (e.g., no change or deterioration in worry) as 0.

2.6. Machine learning methodology

Following outcome calculation, the following machine learning pipeline was implemented for each outcome. First, the baseline data was split into train and test sets, with 70% being allocated to training and 30% being allocated to testing. Data from 114 participants were thus allocated to the train set and data from 49 were allocated to the test set. A random state was set for reproducibility. Five-fold cross validation was used to iteratively split the train set into training and validation sets. Machine learning models were trained and evaluated on the validation set to generate predicted outcomes. Ensemble-based machine learning approaches have shown to give better predictive performance than individual models (Rokach, 2010) and have been commonly employed to good effect within the mental health literature (Lekkas et al., 2022; Lekkas et al., 2021a; Nemesure et al., 2021); therefore, an ensemble-based approach was used in which the predictions from multiple machine learning models were averaged together to create the final prediction. Hyperparameters for each model were tuned across the five-fold validation. Once the ensemble models were tuned, final predictions for the entire test set were generated by evaluating the ensemble models’ predictions on the entire test set for each fold, and predictions were averaged together across the five folds to obtain the final predictions. Importantly, the hyperparameters for the ensemble approach (including both within-model hyperparameters and model selection) were never tuned to optimize test set performance. For the four continuous outcomes, the models implemented were regressors including linear, tree-based, support vector, ensemble, neural network, and neighbor models from Python’s sklearn (Pedregosa et al., 2018), xgboost (Chen and Guestrin, 2016), and lightgbm (Ke et al., 2017) libraries. Many of these models penalize complexity such that only features that provide information are used in generating the final prediction for a given set of input data, helping to reduce the large feature space of the present study. For the four binary outcomes, the models implemented were classifiers.
including linear, tree-based, support vector, ensemble, neural network, naïve Bayes, and neighbor models from Python’s `sklearn`, `xgboost`, and `lightgbm` libraries.

### 2.7. Model evaluation

Various metrics were used to assess model fit. The regression models used to fit the four continuous outcomes were evaluated by calculating the R-squared values between the model predictions and actual outcomes. Metrics for both the validation and test sets were obtained. Along with this, the percent improvement in mean absolute error (MAE) over a naive approach, or simply predicting the mean, was calculated. Using the percent improvement makes the MAE agnostic to the scale of the data. Both R-squared and MAE are metrics commonly employed for machine learning model evaluation (Lekkas et al., 2021b). Furthermore, two metrics were used to account for the presence of outliers in the data. Spearman rank correlation was implemented with the SciPy Python package (Virtanen et al., 2020) to assess the association non-parametrically to account for outliers. Additionally, all metrics aside from spearman rank correlation were calculated on the outcomes with winsorization (Ilie et al., 2002) performed to replace outliers with values corresponding to the 5th and 95th percentiles of the data. Accuracy, specificity, sensitivity, and area under the curve (AUC)—all of which are commonly employed classification evaluation metrics (Lekkas et al., 2021b)—were calculated from the classification models used to fit the four binary outcomes. Sensitivity, or recall, may be of particular importance as it captures the proportion of positive cases that were predicted correctly. The positive class was defined as participants with improvement in their worry across the intervention period; therefore, sensitivity gives an assessment of how well the model is able to accurately predict individuals who respond well to the intervention. Lastly, additional analyses were completed assessing the model’s prediction of worry in controls to ascertain how many people in the control condition would have benefitted from the intervention had they been a part of it (see Supplementary analysis), an idea adapted from the personalized advantage index as described by DeRubeis et al. (2014).

### 2.8. Model interpretation

One major issue with complex machine learning pipelines for prediction is the concept of the “black box”. Essentially, the idea is that even if models are making good predictions, there is no way of knowing if they are learning true signals instead of bias or noise in the data. To circumvent this issue, SHapley Additive exPlanation (SHAP; Lundberg and Lee, 2017) was implemented as a wrapper for each model pipeline. This method allows for introspection into how each independent variable affects the model’s prediction for each individual. This method works by iteratively adjusting model inputs and examining how the changes affect model predictions and thus builds a relationship between each variable and the predicted outcome for each person. This idea can be equated to creating “digital twins”: copies of a participant’s data with slight changes to assess how the model predicts differently. For each outcome’s machine learning pipeline, the five most important features for each of the four continuous worry outcomes of interest (random slopes). The only outcome with the majority of participants having a negative random slope—meaning their worry decreased over time—was nighttime worry frequency, where roughly two thirds of participants experienced symptom improvement. Further inspection of the intervention outcomes reveals that just under half of participants experienced decreases in worry duration during both the day and during the night, and well over half of participants experienced decreases in worry frequency during both the day and night. However, only 6 % experienced decreases in all four outcomes (both daytime/nighttime worry duration/frequency; Versluis et al., 2016). Fig. 1 displays the distributions of the outcomes of interest. Both nighttime worry duration and daytime worry frequency have unimodal and symmetric distributions, while daytime worry duration and nighttime worry frequency were skewed to the left and to the right, respectively.

#### 3.2. Daytime worry duration

#### 3.2.1. Predicting linear trend

The results of predictions for measuring change in daytime worry duration over the course of the intervention can be found in Table 3. The low number of subjective health complaints, moderate to high levels of positive affect, and moderate to low levels of negative affect. Additionally, participants believed on average that they had a moderate level of success in registering their worry, whereas they were slightly less confident in their ability to postpone their worry. Table 2 displays the mean, standard deviation, five number summaries, and percent negative—percent of outcomes below zero—for each of the four continuous worry outcomes of interest (random slopes). The only outcome with the majority of participants having a negative random slope—meaning their worry decreased over time—was nighttime worry frequency, where roughly two thirds of participants experienced symptom improvement. Further inspection of the intervention outcomes reveals that just under half of participants experienced decreases in worry duration during both the day and during the night, and well over half of participants experienced decreases in worry frequency during both the day and night. However, only 6 % experienced decreases in all four outcomes (both daytime/nighttime worry duration/frequency; Versluis et al., 2016). Fig. 1 displays the distributions of the outcomes of interest. Both nighttime worry duration and daytime worry frequency have unimodal and symmetric distributions, while daytime worry duration and nighttime worry frequency were skewed to the left and to the right, respectively.

#### Table 1

Descriptive statistics of final population of participants considered in analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>35.94</td>
<td>56.13 (11.45)</td>
<td>9.28 (4.70)</td>
<td>23.71 (8.18)</td>
<td>31.20 (8.16)</td>
<td>6.03 (1.82)</td>
<td>4.09 (2.52)</td>
</tr>
</tbody>
</table>

Note: Table 1 describes all questionnaire total scores for participants (N = 163) included in the machine learning pipeline. Values for each of the three health measures correspond to the total score on each questionnaire (e.g., total worry, total health complaints, total negative/positive affect). Registration = the extent to which participants succeeded in registering worry (1 = ‘very bad’, 10 = ‘very good’); Postponement = the extent to which participants succeeded in postponing worry (1 = ‘very bad’, 10 = ‘very good’).

#### Table 2

Summary statistics of worry outcomes for participants considered in analysis.

<table>
<thead>
<tr>
<th>Worry Duration</th>
<th>Worry Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daytime</td>
<td>Nighttime</td>
</tr>
<tr>
<td>Duration</td>
<td>Frequency</td>
</tr>
<tr>
<td>Mean 2.64</td>
<td>Mean 0.46</td>
</tr>
<tr>
<td>Standard</td>
<td>2.74</td>
</tr>
<tr>
<td>deviation</td>
<td>0.46</td>
</tr>
<tr>
<td>Minimum –12.85</td>
<td>–22.34</td>
</tr>
<tr>
<td>First quartile</td>
<td>–0.57</td>
</tr>
<tr>
<td>Median 0.73</td>
<td>0.17</td>
</tr>
<tr>
<td>Third quartile</td>
<td>1.54</td>
</tr>
<tr>
<td>Maximum 2.08</td>
<td>0.66</td>
</tr>
<tr>
<td>Percent positive 33.74 %</td>
<td>49.08 %</td>
</tr>
</tbody>
</table>
| Note: Outcomes correspond to random slopes of time calculated from linear mixed models. Means for all outcomes were approximately 0. Percent Negative = percent of values below zero for each outcome.
ensemble machine learning models for both the validation and test sets yielded $r^2$ values of approximately 0.22, indicating a moderately predictive relationship (Rice and Harris, 2005). The MAE of both the validation and test set predictions were similar with values of 1.262 (21.13% improvement vs. naive model) and 1.274 (24.87% improvement), respectively, implying that the trained model greatly outperformed the naive model for both the validation and test set. The spearman rank correlations for the validation and test sets were 0.567 and 0.128, respectively. The outcomes for daytime worry duration were then winsorized, and each metric was recalculated on the winsorized outcomes. The $r^2$ values yielded on the validation and test sets were 0.179 and 0.292, respectively; given these values modestly deviated from the non-winsorized $r^2$ values, this suggests outliers did not heavily influence model performance. The MAE of the winsorized validation set was 0.900 (16.40% improvement vs. naive model) and 0.756 (31.44% improvement) for the test set, implying that the trained model greatly outperformed the naive model for both the validation and test set.

3.2.2. Predicting improvement or deterioration

The results for predicting whether participants experienced overall improvement or deterioration in their daytime worry duration over the course of the intervention can be found in Table 4. The ensemble machine learning model for both the validation and test sets yielded overall performance metrics for nighttime worry duration and daytime worry frequency are not reported.

![Fig. 2. SHAP Feature Importance.](image-url)

**Note:** A positive SHAP value (horizontal axis) indicates that the model predicted a decline (improvement) in worry for the given Feature value, whereas a negative SHAP value indicates that the model predicted an increase (deterioration) in worry. Panel A (top left) shows the relative contributions for each of the top five features in predicting changes in daytime worry duration over time. For this plot, a positive Feature value (red point) for PSWQ * SHC corresponded to positive SHAP values, indicating to the model that the participant should be predicted to have a greater decline in daytime worry duration over the course of the study. Panel B (top right) shows the relative contributions for each of the top five features in predicting changes in nighttime worry frequency over time. Panel C (bottom left) shows the relative contributions for each of the top five features in predicting improvement or deterioration in daytime worry frequency. Panel D (bottom right) shows the relative contributions for each of the top five features in predicting improvement or deterioration in nighttime worry frequency. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
accuracy scores of 0.74 and 0.76, respectively. The specificity on the validation and test sets was 0.75 and 0.78, respectively, and the sensitivity on the validation and test sets was 0.71 and 0.69, respectively. Additionally, the AUC on the validation and test sets were both 0.77, indicating a moderately predictive relationship (Rice and Harris, 2005).

Fig. 2C displays the five most important features used to create predictions. Ordered in descending importance, the features are the PANAS item corresponding to how scared one feels ("Scared"), the total score on the PSWQ ("PSWQ"), the sum of the number of days each subjective health complaint listed on the SHC inventory was experienced ("Days with SHC"), the item on the PSWQ measuring the extent to which participants consider themselves lifetime worriers ("Lifetime worry severity"), and the PANAS item assessing alertness ("Alertness").

### 3.3. Nighttime worry duration and daytime worry frequency

#### 3.3.1. Predicting linear trend

The results of predictions for measuring change in nighttime worry duration and daytime worry frequency over the course of the intervention can be found in Table 3. For both outcomes, the models performed poorly on both the validation and test sets (e.g., $r^2$ values indicate a small predictive relationship; Rice and Harris, 2005), and winsorized performance metrics and feature importance are not reported as a result. This indicates there was likely no signal in the data to inform accurate predictions for these items.

#### 3.3.2. Predicting improvement or deterioration

The results for predicting whether participants experienced overall improvement or deterioration in their nighttime worry duration and daytime worry frequency over the course of the intervention can be found in Table 4. The ensemble machine learning models for both the validation and test sets yielded overall accuracy scores of 0.74 and 0.69, respectively. The specificity on the validation and test sets was 0.58 and 0.42, respectively, and the sensitivity on the validation and test sets was 0.83 and 0.78, respectively. Additionally, the AUC on the validation and test sets were 0.79 and 0.72, respectively, indicating a moderately predictive relationship (Rice and Harris, 2005).

Fig. 2D displays the five most important features used to create predictions. Ordered in descending importance, the features are the interaction between the total score for the PSWQ and total number of subjective health complaints ("PSWQ * SHC"), the total severity of all subjective health complaints assessed by the SHC inventory ("Total SHC Severity"), the total number of subjective health complaints experienced ("SHC Total"), the interaction of the PANAS items assessing guilt and shame ("Guilt + Shame"), and the interaction between total negative affect and total positive affect as assessed by the PANAS ("NA + PA").

#### 3.4. Nighttime worry frequency

#### 3.4.1. Predicting linear trend

The results of predictions for measuring change in nighttime worry frequency over the course of the intervention can be found in Table 3. The ensemble machine learning models for the validation and test sets yielded $r^2$ values of approximately 0.212 and 0.164, respectively, indicating a moderately predictive relationship (Rice and Harris, 2005). The MAE of both the validation and test set predictions were similar with values of 0.096 (13.29 % improvement vs. naive model) and 0.102 (13.71 % improvement), respectively, implying that the trained model outperformed the naive model for both the validation and test set. The spearman rank correlations for the validation and test sets are 0.512 and 0.515, respectively. The outcomes for nighttime worry frequency were then winsorized, and each metric was recalculated on the winsorized outcomes. The $r^2$ values yielded on the validation and test sets were 0.159 and 0.207, respectively; given these values modestly deviated from the non-winsorized $r^2$ values, this suggests outliers did not heavily influence model performance. The MAE of the winsorized validation set was 0.073 (5.21 % improvement from naive model) and 0.080 (10.36 % improvement) for the test set, implying that the trained model outperformed the naive model for both the validation and test set.

Fig. 2B displays the five most important features used to create predictions. Ordered in descending importance, the features are the interaction between the total score for the PSWQ and total number of subjective health complaints ("PSWQ * SHC"), the interaction between total negative affect and total positive affect as assessed by the PANAS ("NA + PA"), the product of the PANAS items corresponding to inspiration and determination ("Inspired + Determined"), the interaction of sleep duration and sleep quality divided by the sum of the SHC inventory items corresponding to sleep problems and tiredness ("Sleep Score"), and the PANAS item corresponding to hostility ("Hostility").

### 4. Discussion

The goal of the present study was to determine how well the outcomes of a worry postponement intervention could be predicted with machine learning methodology, as well as to ascertain which baseline features offer the most predictive importance. This modeling approach would elucidate whether this simple, non-intrusive intervention could be effective in decreasing the worry of a specific individual. Predictions were also evaluated using an independent test set of unseen participants to avoid model overfitting and obtain performance estimates more realistic to a real-world setting (Hornstein et al., 2021). The present study expounds on the work of a prior study (Versluis et al., 2016), one of many recent investigations conducted to assess the efficacy of various methods of personalized mental health interventions (Delgado et al., 2010; McCarrick et al., 2021; Versluis et al., 2016). In an attempt to promote personalized mental healthcare, numerous recent studies have leveraged machine learning models to predict outcomes (e.g., treatment response) for a given individual in response to a treatment (Chekroud et al., 2016; Hahn et al., 2015), particularly ones that are digitally-administered (Hornstein et al., 2021; Jacobson and Nemesure, 2021; Meinschmidt et al., 2020). However, an issue with supervised machine learning models used in these contexts is the “black box” concept—it is unclear how features are driving model predictions (Perna et al., 2018). Understanding how varying levels of a specific baseline feature can influence predicted treatment response is paramount to appropriately prescribing an intervention for specific individuals. The present study thereby contributes to the growing literature on personalizable mental health by (1) further analyzing a specific form of
perso nalized mental health care via a unique ensemble-based machine learning approach and (2) leveraging individualized data and examining feature importance via SHAP to reveal what baseline characteristics may predispose individuals to benefiting from interventions of this type.

The first takeaway from the present modeling approach was that changes in daytime worry duration and nighttime worry frequency were able to be predicted with moderate accuracy, whereas changes in daytime worry frequency and nighttime worry duration were unable to be predicted with any confidence. The model performance on daytime worry duration and nighttime worry frequency was in line with the performance of other works applying machine learning models to predict digital treatment response (Jacobson and Nemesure, 2021). The fact that accurate predictions could not be obtained for nighttime worry duration and daytime worry frequency is a finding in itself, as this potentially comments on the complexity of how much worry occurs at night and how often worry occurs during the day. This is an interesting finding given the nature of worry and how it manifests at different points in the day. Research has shown that worse sleep leads to increased worry the following day; however, increased daytime worry has a weaker association with nighttime sleep. Essentially, this indicates a differential bidirectional relationship where daytime worry affects sleep differently than sleep impacts daytime worry (Naran dakh et al., 2021). With this in mind, it makes sense that the model was differentially predicting aspects of worry for the different parts of the day.

The second takeaway from the present analyses is the baseline features that were particularly important in driving model predictions for changes in worry. One of the most important features across all models was the interaction between total worry severity and subjective health complaints (“PSWQ * SHC”). Of the other most important features, many included some quantity measured by the PSWQ or SHC inventory, such as the total PSWQ and SHC scores on their own and the number of days where SHC were experienced. Other features with strong importance in multiple models were the product of negative affect and positive affect and the product of the PANAS items measuring inspiration and determination. It is interesting to consider how features impacted predictions differently across models. For instance, high values of the interaction of total worry severity and SHC corresponded to a positive impact on daytime worry duration model output (shown in Fig. 2A), implying that people with higher baseline levels of worry and/or SHC were predicted to see improvements in daytime worry duration over the course of the intervention, whereas people with lower values of worry and/or SHC were predicted to see deteriorations in daytime worry duration. Conversely, high values of the interaction of total worry severity and SHC corresponded to a negative impact on nighttime worry frequency model output (shown in Fig. 2B), implying that people with higher baseline levels of worry and/or SHC were predicted to see increases in nightly worry frequency over the course of the intervention. These trends were seen for other features related to PSWQ or SHC across all models, where higher baseline values of worry and/or SHC were attributed to predicted decreases in daytime worry duration and predicted increases in nighttime worry frequency.

Why is it that (1) higher levels of worry and/or SHC corresponded to a predicted reduction in daytime worry duration but a predicted increase in nighttime worry frequency, and that (2) lower levels of worry and/or SHC corresponded to a predicted increase in daytime worry duration but a predicted decrease in nighttime worry frequency? The associations in (1) may be partly explained by the relationship between sleep and worry. Worry is a very unique experience to the individual, and the present analyses could not capture everything related to an individual’s worry and their ability to complete the intervention. Along with the above considerations, the present results may not be generalizable for the broader population because the majority of study participants were both Dutch and female, the latter being a subgroup that is more likely to live with conditions such as GAD (Grenier et al., 2019; Haller et al., 2014). Furthermore, the present study was a complete case analysis, and only participants who completed the worry postponement intervention were considered. Sixty-seven participants discontinued the intervention at some point over its course (Versluis et al., 2016), and by dropping these participants some
important information regarding the efficacy of the worry postponement intervention may have been lost. The present study could have instead been run as an intent-to-treat analysis, and methods such as multiple imputation could have been implemented to include the participants with missing data. However, due to the excessive missingness in the present study, it was deemed infeasible to adequately perform multiple imputation on all participants who did not complete the study. A related limitation of the current study was the small sample size ($N = 163$) relative to the number of features, which may mean that the current study was underpowered and generalizability to other samples may be limited. Lastly, duration and frequency of worry episodes were recorded at the end of the day throughout the study period (Versluis et al., 2016), and therefore there is a chance that recorded values were vulnerable to recall bias. The original study also did not record any functional outcome measures corresponding to changes in worry).

The present analyses build a supervised machine learning framework for personalized prediction of treatment response to a simple worry postponement intervention. While this endeavor provides great clinical merit as aforementioned, future research may seek to develop an unsupervised machine learning approach (e.g., clustering) in an effort to identify subsets of individuals within the population that responded well to this intervention as opposed to predicting individual outcomes. Along with this, while the present study considers only short-term changes in worry duration and frequency, it is important to note that worry is a dynamic process that lasts beyond the duration of this study. Given this, future studies of worry postponement interventions may 1) want to consider implementing a longer intervention and/or 2) track participant levels of worry after completing the intervention (Hirschi et al., 2021). Either approach would augment the understanding of the long-term dynamics of worry. Furthermore, given that worry may have a varied impact throughout the day (McGowan et al., 2016), future research may want to investigate implementing a worry postponement intervention at different times of the day. Additionally, the present analyses did not examine day-to-day changes in worry across the intervention, but only overall changes. Worry is volatile and influenced by many factors: for instance, worry before sleep increases sleep disturbances, which in turn increases nighttime worry and is predictive of increased worry the following day (Thiel et al., 2015). Thus, examining short-term changes in worry may reveal more about worry dynamics on a daily basis. Each of these future investigations would build on the framework developed in this study and further our understanding of worry dynamics and personalized medicine.
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